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Abstract: The pursuit problem is a well-known problem in computer science. In this problem, a group of predator agents attempt to 
capture a prey agent in an environment with various obstacle types, partial observation, and an infinite grid-world. Predator agents 
are applied algorithms that use the univector field method to reach the prey agent, strategies for avoiding obstacles and strategies for 
cooperation between predator agents. Obstacle avoidance strategies are generalized and presented through strategies called hitting 
and following boundary (HFB); trapped and following shortest path (TFSP); and predicted and following shortest path (PFSP). In 
terms of cooperation, cooperation strategies are employed to more quickly reach and capture the prey agent. Experimental results are 
shown to illustrate the efficiency of the method in the pursuit problem. 
 
Key words: pursuit problem; predator agent; prey agent; univector field method; multi-agent systems 
                                                                                                             
 

 
1 Introduction 
 

The pursuit problem and its variations (cops and 
robbers, lion and man, hunters and a rabbit) are one of 
the most challenging problems in robotics and computer 
games. The first proposal [1] of this problem modeled a 
group of four predator agents trying to capture a moving 
prey agent by surrounding four directions of that prey 
agent on a finite grid-world. Agent movements are 
limited to either one horizontal or vertical step in every 
discrete time interval. This problem has quickly attracted 
attention from the research community due to its impact 
on a wide range of applications in robotics [2−7] and 
computer game [8−11]. Most of the studies employ 
approaches of path planning with a moving target and 
cooperation between multiple agents. 

In path planning, each predator agent must follow a 
path, determined from a particular algorithm, to reach the 
prey agent. Many algorithms are used for this purpose 
and each algorithm has a certain efficiency in particular 
contexts. For example, offline search algorithms [12] can 
generate an optimal path to reach a prey agent. However, 
a large amount of knowledge about the environment 
must be known which causes a large problem in data 
representation, especially if the environment is infinite. 
In addition, such algorithms are also extremely 

inefficient because any slight change in position of the 
prey agent requires re-analysis of the path. Incremental 
search algorithms (D* [25], D* Lite [26]) are proposed 
for the purpose of reducing the search space and 
decreasing search time. However, such algorithms are 
not sufficient for the dynamic environment of the pursuit 
problem. UNDEGER and POLAT [13] used an 
algorithm called MAPS to solve the path planning 
problem with a moving target. In their work, the pursuit 
problem is modeled as a group of predator agents trying 
to capture a moving prey agent in a finite grid-world. 
The main component of MAPS is an algorithm called 
real-time moving target evaluation search (MTES) [14], 
which repeats until reaching the target or determining the 
target is unreachable. MTES uses a heuristic, real-time 
target evaluation (RTTE-h), that analyzes obstacles and 
proposes a moving direction to avoid obstacles and reach 
the prey agent through a shortest path. A disadvantage of 
this approach is that it can only be used in a limited 
environment (size of 150×150). In addition, the capture 
condition in this model was defined as one of the 
predator agents having the same position as the prey 
agent. This capture condition is easier than the capture 
condition in which all predator agents must collectively 
surround the prey agent. In Ref. [15], VIET et al used the 
univector field method [16] to reach the moving target. 
Each predator agent in a group of eight predator agents 
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will move to the next position guided by a univector field 
and will reach one of the eight neighbor cells around the 
prey agent. The prey agent is captured when it cannot 
move in any directions due to blockage by eight predator 
agents. The univector field method is fast and efficient in 
path planning, especially in robotics because predator 
agents only need to know the position of the prey agent 
and the direction toward the prey agent. However, this 
method is only successful in an obstacle-free 
environment. In an obstacle environment, some 
modification or other techniques are needed to overcome 
obstacles. Previous studies [17, 18] have used a modified 
univector field to guide a mobile robot movement and 
avoid obstacles. Basically, the modified univector field 
combines two components: “move-to-goal univector 
field” and “avoid-obstacle univector field”. These two 
components are combined at a particular ratio decided by 
an evolutionary algorithm. However, this approach only 
applies to an environment with simple obstacles such as 
spheres, cylinders, cubes. It is not easily applied to an 
environment of non-convex obstacles where agents can 
be trapped. 

All papers mentioned above deal with path planning 
in the pursuit problem. In the aspect of cooperation 
between the agents, the pursuit problem is a well-known 
class of test problems for the study of cooperative 
behavior in distributed artificial intelligence (DAI) 
systems [19−21]. The MAPS algorithm in Ref. [13] 
employs two strategies: blocking escape directions  
(BES) and using alternative proposals (UAL), which 
demonstrate coordination between agents. BES 
determines the blocking location, which is the estimated 
point at which the predator agents may possibly capture 
the prey agent. Therefore, the path planner will 
determine a path for reaching the blocking location 
instead of the current prey location. UAL selects the best 
estimated direction from the alternative movement 
directions proposed by the path planner. The model in 
Ref. [15] uses communication in the cooperation among 
agents to share information about the prey and 
themselves based on either a local goal or a common 
goal to choose a suitable surrounding direction. 

Based on approaches mentioned above, in this work, 
we introduce hybrid algorithms that combine the 
univector field method with strategies to solve the 
pursuit problem in infinite environments (obstacle-free 
or obstacle). Modeled obstacles have a variety of shape 
types (convex or non-convex). In our approaches, a 
group of eight predator agents try to capture a moving 
prey agent. Each predator agent follows a univector field 
to reach the prey agent. These predator agents work 
together and using one of the cooperation strategies to 
surround the prey agent. In addition, each predator agent 
will encounter the obstacles on the path to the prey agent, 

demonstrating the need for algorithms used to overcome 
the obstacles and continue toward the prey agent. All 
strategies in this work are considered in a partially 
observable environment, so each predator agent is aware 
of only the obstacles in a limited view. We will also 
define strategies of the prey agent with increasing 
intelligence, which will be a factor in the evaluation of 
the approaches of predator agents. The experimental 
results show the effects of every tested strategy. 
 
2 Univector field method 
 

The univector field method is a navigation method 
designed for mobile robots. In the univector field method, 
the magnitude of each vector is ignored, and only 
information about the direction is considered. The 
advantage of univector field method is to help the agent 
(or robot) reach the goal at a desired posture. A univector 
field F(s) at position s(xs, ys) is defined as in Eq. (1), 
where n is a positive constant, g(xg, yg) is the desired goal 
position, r(xr, yr) is a guiding point, and the symbol   
denotes the angle of a vector mapped onto the range 
(−π,π]. 
 

n sgsF )(                              (1) 
 
where 
 

;sgsr                                (2) 
 

;arctan
sr

sr

xx

yy
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xx
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 arctansg . 

 
All univector fields constitute a univector field 

space of the environment. Figure 1 depicts the univector 
field space with n=5, where each tiny circle represents a 
position, and the straight line attached to it represents the 
moving direction of the agent. The value of the univector 
field F(s) at position s(xs, ys) is equivalent to the desired 
 

 
Fig. 1 Univector field space of environment 
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heading angle of the agent at that position. 
It is clear that the univector field F(s) of the agent at 

position s(xs, ys) depends on the parameter n. The larger 
is n, the smaller is the F(s) at the same position. Thus, if 
n increases, the univector field will spread out over a 
larger area, increasing the length of the path to be 
traversed by the agent in reaching its goal. Figure 2  
 

 
Fig. 2 Trajectory of an agent with different values of parameter 

n: (a) n=5; (b) n=10; (c) n=20 

shows an example showing the effect of parameter n on 
the trajectory of an agent which follows the univector 
field to reach the goal. According to Ref. [15], predator 
agents, which get stuck in a local minima region, raise a 
low unsuccessful capture rate. This phenomenon occurs 
when an agent has the same position as a guiding point 
where sr  cannot be measured using Eq. (2). To 
overcome this issue, sg  is added as a condition in Eq. 
(3) to make sure that a valid sr  is generated at every 
position in the space. 
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  if  arctan
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In our approaches, the univector field method is the 

main component and is used to guide predator agents to 
reach the prey agent in a specified direction. Strategies to 
avoid obstacles are also based on the univector field to 
determine if an agent has escaped an obstacle or not. For 
our experiment, the default parameters are n=5 which are 
also default values in Ref. [15]. 
 
3 Modeling pursuit problem 
 

In this section, we show how the pursuit problem is 
modeled through the representation of the environment, 
obstacles, agents, and moving rules. 
 
3.1 Environmental representation 

The grid-world is used to represent the environment 
in this work. It is defined as a grid of square cells 
overlaid in the environment, where each cell is 
considered either traversable if no part of an obstacle 
overlaps the cell or non-traversable otherwise. This 
representation is the most common in the computer game 
and robotics fields because the environment can be 
implemented easily using a sequence of cells, and many 
path planning techniques can work on it quickly. A 
disadvantage of this representation is that, if obstacles 
that are not aligned with the axis, the precision of the 
modeled environment depends on the resolution of grid 
cells. Figure 3(a) depicts an example of this problem in 
grid-world representation. Imprecision in the grid-world 
representation can lead to a sub-optimal path or no path. 
A solution to this issue is to increase the resolution of the 
grid by decreasing the square size, as shown in Fig. 3(b). 

In this work, we ignore imprecision in 
representation and assume that the grid-world is 
generated with a suitable resolution so that all paths 
determined by a path planning technique are optimal. 
 
3.2 Movement rules 

At each discrete time interval, agents choose 
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Fig. 3 An illustration to show impact of environmental 

representation: (a) Optimal path cannot be determined with this 

representation; (b) A path is found after increasing resolution of 

grid-world 
 
between remaining in the current cell and moving to one 
of the neighboring traversable cells. The maximum 
number of movement positions is eight, equivalent to the 
number of neighbor cells around a position (Fig. 4(a)). 
We do not allow an agent to share a cell with another 
agent. 

A univector field is computed for every cell of the 
grid-world, and the next position of the predator agent is 
determined using this univector field. However, the value 
of the univector field varies in the range of (−π, π], 
although the agent can only move into one of eight 
possible positions. Therefore, we need to determine 
which value corresponds to the next position of the 
predator agent. Figure 4(b) demonstrates our approach to 
divide the range of the values of a univector field into 
eight equal parts, defined in Eq. (4), corresponding to the 
eight neighboring cells. If the univector field at the 
agent’s position belongs to this range, then the agent will  

 

 
Fig. 4 Movement Rules: (a) Directions of possible agent 

movement; (b) Eight regions and action selection rule 

 
move to the corresponding neighboring cell. For instance, 
if the predator agent is in a position where the univector 
field is in the range of R2, then the predator will move to 
neighbor cell. 
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We next discuss the simulation of the speed of the 

agents in the grid-world. Basically, at each discrete time 
interval, agents (predators and prey) can move to 
neighbor cells with the same speed. However, there are 
some special cases in which all predator agents are 
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initialized on the same side of the prey agent’s position. 
In these cases, predator agents may not capture the prey 
agent because the prey agent tends to run from the 
predator agents at the same speed at which they pursue 
the prey. In order to overcome this situation and allow 
predator agents to always capture the prey agent, we 
assume that the speed of the prey agent is low than that 
of the predator agents. A parameter q0 (0<q0<1) is 
proposed to indicate the probability that the prey can 
move in that step. The smaller the q0 is, the slower the 
simulated speed of the prey agent is. This concept is easy 
to understand because the prey agent has fewer 
opportunities for movement. We also simulate the speed 
of the prey agent in each discrete time interval. This 
speed is not greater than the speed of predator agents and 
will decrease if some predator agents already surround 
the prey agent. The prey agent cannot move if the 
number of surrounding predator agents is greater than its 
number of traversable cells. 

Finally, we define the rule to capture the prey agent. 
Predator agents are determined to capture the prey agent 
when they occupy all neighbor cells of the prey agent. In 
an obstacle environment, not all eight predator agents are 
required to surround the prey because the prey agent 
sometimes gets stuck against obstacles. For instance, the 
prey agent (the circle in back color) in Fig. 5 is captured 
by only five predator agents (the shapes in different 
colors); the remaining positions are occupied by 
obstacles (rectangles in gray color). 
 

 
Fig. 5 Only five predator agents are needed to capture prey 

agent 

 
3.3 Predator strategies 

As mentioned above, the proposed approach is a 
combination of a univector field method for navigation 
and strategies for avoiding obstacles and cooperation. In 
this section, these strategies are introduced and classified 
into two categories: obstacle avoidance and cooperation. 
Cooperation strategies (described in “Cooperation 

Strategy” section) are executed to determine the 
movement direction of each predator agent. After that, 
each predator agent will navigate toward the prey agent 
based on direction chosen in the first step. Obstacle 
avoidance strategies are triggered when a predator agent 
encounters or predicts an obstacle in the path. All 
strategies are considered in a partially observable 
environment. Each predator agent is assumed to know 
the positions of the prey agent and other predator agents. 
In addition, each agent has knowledge of only a part of 
the environment around it and uses this limited 
knowledge to determine its next move. In the real-world, 
a centralized system can be used to control and share 
information between predator agents. 

Definition 1: An escape position is a location along 
the boundary of an obstacle from which if an agent 
follows the univector field in a partially observable 
environment, it will not hit the obstacle again. 

Definition 2: A trapped position is a location inside 
the rectangle surrounding an obstacle into which a 
predator agent falls. If the predator agent keeps following 
the univector field from this position, it will hit the 
obstacle (see Fig. 6). 
 

 
Fig. 6 An agent following univector field to reach goal (star 

cell) (Rectangle positions are trapped positions and circle 

positions are escape positions) 

 

3.4 Obstacle avoidance strategies 
3.4.1 Hitting and following boundary strategy (HFB) 

In this strategy, predator agents move toward the 
prey agent along the univector field. However, if the 
univector field leads them to an obstacle in the next step, 
they will avoid that obstacle by following its boundary 
until they reach the nearest escape position (See 
Definition 1). This strategy is a derivation of Bug 
algorithms which are well known mobile robot 
navigation method [22]. It is the simplest strategy to 
avoid obstacles. In robotics, detecting and avoiding an 
obstacle can be archived with simple sensors such as 
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ultrasonic, light or touch sensors. The disadvantage of 
this strategy is that the path generated by following the 
boundary of the obstacle is not usually optimal. Figure 7 
demonstrates this issue: the agent needs 10 steps to reach 
the nearest escape position using HFB strategy, but it 
only needs six steps if it follows the optimal path. 
 

 
Fig. 7 Boundary path (path of circles) longer than optimal path 

(path of rectangles) to reaching the nearest escape position (star 

cell) 

 
3.4.2 Trapped and following shortest path strategy 

(TFSP) 
This strategy can solve the issue of the HFB 

strategy by following an optimal path generated from a 
shortest path algorithm such as those in Ref. [12]. A 
shortest path algorithm is only executed to determine the 
path from a trapped position (See Definition 2) to an 
escape position in the partially observable environment 
around the agent and that obstacle. Therefore, this 
algorithm has little effect on performance. Figure 8 
depicts a scenario in which an agent encounters a 
non-convex obstacle. An optimal path to the nearest 
escape position is determined in fewer steps than if the 
agent has applied the HFB strategy. 
 

 
Fig. 8 Trapped and following shortest path strategy 

 
3.4.3 Predicted and following shortest path strategy 

(PFSP) 
Predicting obstacle ahead is not a new idea in robot 

navigation [23, 24] and PFSP is a kind of strategy which 
combines obstacle prediction and univector field method. 
The PFSP strategy predicts the next obstacle based on 

the univector field in a partially observable environment 
and determines the optimal path to an escape position of 
that obstacle. Agents employing this strategy can avoid 
an obstacle before it falls into that obstacle. Figure 9 
demonstrates the path of an agent (the path of circles) 
after predicting an obstacle ahead. 
 

 
Fig. 9 Predicting obstacle ahead and avoiding it 

 
3.5 Strategies for cooperation among predator agents 

With the model of the pursuit problem using the 
univector field proposed in this work, cooperation among 
predator agents focuses on communication between them 
to determine the most suitable direction for each of them 
and help them to more quickly surround prey agent. In 
addition, cooperation among predator agents is also 
reflected in the moving order of predator agents. 
Basically, predator agents move in an orderly manner. 
However, sometimes, this movement order can cause 
difficulty for one or many predator agents. Figure 10 
provides an example of this issue, where agent 6 wants to 
move to the current position of agent 7, agent 7 wants to 
move to the current position of agent 8, and agent 8 
wants to move to an empty position (The top-left prey’s 
neighbor cell). If agents move in an orderly manner, at 
least three steps are needed for all agents to archive the 
desired positions. However, we only need one step if we 
 

 
Fig. 10 Scenario needing re-order moving order of predator 

agents 
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make a slight change in moving order. In this example, a 
good moving order is agent 8 first, then agent 7, and 
finally is agent 6. 
3.5.1 Greedy strategy 

Each predator agent will choose a neighbor cell in 
the direction of the prey agent in an orderly manner 
(from the first to the eighth). The agent will measure the 
distances from its position to all neighbor cells of the 
prey agent and move to a cell that minimizes that 
distance from its position. If the chosen cell has been 
assigned to another predator agent, it will be ignored and 
another of the remaining neighbor cells that also 
minimizes the distance from its position will be chosen. 
The communication among predator agents in this 
strategy only involves information about prey agent 
neighbor cells. A predator will only choose an available 
neighbor cell and ignore the neighbor cells chosen by 
other predator agents, although these cells may be more 
suitable than the cell that it is choosing. Some of the 
predator agents achieve the best suitable path (local goal) 
when following this strategy. 
3.5.2 Cooperation strategy 

In contrast to the greedy strategy, it is the 
cooperation strategy. The greedy strategy requires less 
communication among agents. However, the paths 
generated by this strategy are not always the most 
suitable paths when considering them in the context of 
all eight predator agents (a common goal). The 
cooperation strategy will consider this problem in 
achieving the common goal of all predator agents and 
aims to find an optimal solution from all solutions 
generated by the eight predator agents and eight neighbor 
cells of the prey agent. The optimal solution is a 
combination of the predator agents and the specified 
directions, respectively, so that the total of the distances 
from each predator agent to the chosen cell is the 
minimum value. 
 
3.6 Prey strategies 

In response to predator strategies, the prey agent 
chooses among three strategies defined by increasing 
intelligence. In consequence, the computational 
resources required for each strategy also increase based 
on intelligence of each strategy. These strategies consist 
of the behaviors shown in “Movement rules” section 
such as prey agent is limited in the speed and its speed 
will continuously decrease as the number of predator 
agents surrounding the prey agent increases. Other 
features of each strategy are shown below. 

The first strategy is a random strategy. At each 
discrete time interval, the prey agent randomly moves to 
an empty neighbor cell among its eight neighboring cells. 
This strategy is the simplest because the prey agent does 

not need to know the positions and moving directions of 
predator agents. Predator agents will quickly reach the 
prey agent using this strategy. 

The next strategy is a greedy strategy. With this 
strategy, the prey agent measures the distances to the 
eight predator agents and moves to the empty cell that 
maximizes the distance to the nearest predator agent. 
This strategy requires knowledge of the positions of all 
predator agents. The disadvantage of this strategy is that 
the prey agent sometimes gets stuck against an obstacle 
and may not be able to escape before being captured. 

In order to solve the above issue, the prey agent 
applies a complex strategy called A*. This strategy, 
based on Ref. [13], is modified to suitable for an infinite 
environment. A* needs not only information about 
predator agents, but also information about the partial 
observation environment around the prey agent. 
Although it requires more computation, this strategy is 
powerful enough to challenge predator strategies. 
Initially, the strategy must identify the nearest predator 
agent based on the positions of all predator agents. After 
that, the strategy measures costpredator and costprey at each 
cell within a limited search window centered at the prey 
agent position. costpredator and costprey represent the 
distance of the optimal path from that cell to the nearest 
predator agent and prey agent, correspondingly. The 
objective of A* strategy is to find a cell from which the 
distance from the nearest predator agent to it is 
maximized and will not bring the prey agent into contact 
with any predator agents during travel to this cell through 
optimal path. This is determined by ensuring that each 
cell on the optimal path satisfies costpredator [cell] −  * 
costprey [cell]>0, where  is computed by the formula 
speedpredator/speedprey. 
 
4 Experiments 
 

In this section, we present the experimental results 
of the pursuit problem using MATLAB software. 
Cooperation strategies are combined with obstacle 
avoidance strategies to counter prey strategies. With 
every combination of strategies, we perform 100 
simulations to measure the average number of steps 
needed to capture the prey agent (capture time) and the 
successful capture rate. In these simulations, predator 
agents and the prey agent are randomly initialized at 
distinct positions within a radius of 100 cells. The 
coefficients of univector field in Eq. (1) are n=5 (as 
mentioned in “Univector field method” section). The 
environment of each simulation is also randomly 
generated in the size of 100 ×100 and will be applied to 
the next part of the environment if the pursuing space 
exceeds 100×100 unit. The pursuit problem is also 
simulated in an obstacle-free environment to make sure 
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that the proposed strategies can normally work on that 
environment. In addition, there are four types of 
environments containing obstacles. The first three types 
are environments with different discrete obstacle cells 
ratios of 10%, 20%, and 30%, respectively. The obstacle 
ratio is chosen to make sure that the environment has 
enough space for predator pursuit and prey escape. The 
fourth type is an environment with non-convex U-type 
obstacles (See Fig. 11). In the simulations, if a pursuit 
exceeds 1000 discrete time intervals, it is considered 
unsuccessful. The computational complexity of each 
combination of strategies depends on the nature of each 
strategy. Particularly, they both depend on the size of the 
obstacle and the range of the partial environment and 
then a predator agent can observe. For PFSP strategy, in 
the number of steps a predator agent can predict also 
effects to computational resources. The experimental 
results are shown in Table 1 

A cooperation strategy always shows efficiency 
regarding capture time in all environments. Figure 12 
compares capture times between greedy strategy and 
cooperation strategy. A cooperation strategy produces a 

6.3% shorter capture time than greedy strategy. In 
particular, capture time is reduced by 17.84% (from 
149.13 time steps to 117.6 time steps) in the environment 
of 10% obstacles and using PFSP strategy. Figures 13(a) 
and (b) show the greater efficiency of cooperation 
strategy compared to greedy strategy. In these figures, 
the capture times of the greedy strategy and cooperation 
strategy are 100 and 80 discrete time units, respectively. 
The trajectories of predator 2 and 4 in greedy strategy 
require more steps to surround the prey agent than their 
trajectories in cooperation strategy. 

Figure 12(b) shows the efficiency of three obstacle 
avoidance strategies. Results from the TFSP and PFSP 
strategies are better than those of the HFB strategy in a 
complex environment, especially in the environment 
with non-convex U-type obstacles. Figures 14(a) and (b) 
show the trajectories of predator agents using HFB 
strategy and TFSP strategy, respectively. The trajectories 
of predators 5 and 8 require more steps to avoid 
obstacles, resulting in inefficiency. 

With the PFSP strategy, the results are better than 
other strategies if the prey agent uses a random or greedy  

 

 
Fig. 11 Obstacles with ratios 10% (a), 20% (b), 30% (c) in environment and U-type obstacles (d) 
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Table 1 Average number of moving to capture prey agent using different strategies in different obstacle environments 

Strategy Algorithm 

Greedy strategy Cooperation strategy 

HFB  TFSP PFSP HFB TFSP  PFSP 

Rate Step  Rate Step Rate Step Rate Step Rate Step  Rate Step

Obstacle- 

free 

Random 100 71.0 100 70.9 100 69.9 100 68.3 100 68.1 100 68.1

Greedy 100 115.9 100 114.2 100 113.7 100 105.9 100 105.7 100 103.3

A* 100 120.4 100 126.7 100 122.5 100 105.7 100 108.4 100 109.9

Maze grids 

with 10% 

obstacles 

Random 100 71.9 100 71.3 100 72.4 99 69.2 100 69.7 100 69.7

Greedy 100 106.0 100 104.3 100 106.6 99 100.6 100 101 100 99.1

A* 100 112.1 100 118 100 143.1 98 100.7 100 104.2 100 117.6

Maze grids 

with 20% 

obstacles 

Random 100 69.4 100 72.4 99 71.7 97 70.3 99 67.6 100 67.5

Greedy 99 107.6 100 105.2 99 105.9 98 96.5 98 97.1 100 99.2

A* 100 102.9 100 103.2 98 128.9 97 98.5 99 94.8 99 112.5

Maze grid 

with 30% 

obstacle 

Random 99 68.7 97 70.5 98 69.7 100 70.8 100 67.5 100 68.3

Greedy 98 99.8 99 96.4 98 100.6 98 95.3 100 91.3 99 92.9

A* 95 115.1 98 108.4 98 123.1 98 104.1 100 101.5 100 115.9

Maze grid 

with U type 

obstacle 

Random 94 76.5 96 70.7 96 70.9 100 78.7 100 70.2 100 68.9

Greedy 99 120.1 92 95.9 93 88.6 99 128.1 100 89 99 86.2

A* 90 185.6 89 146.9 92 158.7 95 185.6 100 142.8 100 149.1

Total 

Random 98.5 72.20 99 71.3 98.8 71.2 99 71.6 99.8 68.9 100 68.6

Greedy 99.5 112.4 98 104.9 98 103.7 99 107.8 99.5 98.2 99.75 97 

A* 97.5 130.2 97.3 123.7 97.5 138.3 97.5 122.6 99.8 112.5 99.75 122.3

 

 
Fig. 12 Efficiency of different strategies: (a) Cooperation strategy; (b) Obstacle avoidance strategy 

 

strategy. However, if the prey agent uses A* strategy, the 
results show that it is less efficient than the other 
strategies. The PFSP strategy lets a predator agent 
generate the predicted shortest paths to an escape point in 
a partially observable environment. However, it does not 
ensure that the path in a partially observable environment 
is an optimal one. This problem intensifies when the prey 
agent employs a smart strategy that requires the predator 
agent to follow many predicted paths. 

Finally, we compare the capture rate of the different 

strategies. The capture rate in an obstacle-free 
environment is always 100%. In an obstacle environment, 
there is a small unsuccessful capture rate occurring 
randomly and it tends to happen in U-type obstacle 
environment. No unsuccessful cases are found in cases 
involving local minima, in Ref. [15]. Figure 15 depicts 
an unsuccessful case in which the predator agents cannot 
reach the prey agent because the univector field and 
involved strategies let it move repeatedly between two 
obstacles. 



J. Cent. South Univ. (2017) 24: 1002−1012 

 

1011

 

 
 

 
Fig. 13 Trajectories of eight predator agents and the prey agent using greedy strategy (a) and cooperation strategy(b) 
 

 
Fig. 14 Trajectories of eight predator agents and prey agent using HFB strategy (a) and TFSP strategy (b) 

 

  
Fig. 15 Predator agent escaping an obstacle but being trapped 

against another obstacle 

 
5 Conclusions 
 

We have focused on the pursuit problem derived 
from the original proposed in Ref. [1] but consider it in 
an infinite obstacle environment. We have introduced 

algorithms allowing predator agents to capture prey 
agent in the finite time interval. Algorithms mainly based 
on the univector field method were successful in 
allowing predator agents to capture a prey agent. In 
addition, predator and prey strategies were also defined 
to test the proposed approaches. Experimental results of 
the TFSP strategy were better than those of the HFB 
strategy in obstacle avoidance, and a cooperation 
strategy of predator agents helps them to move more 
quickly surround the prey agent compared to a greedy 
strategy. The PFSP also shows the efficiency of some 
prey strategies. Collectively, all these results indicate that 
the algorithms can solve the pursuit problem in some 
environments with some types of obstacles. In the future, 
the pursuit problem will be extended to situations 
involving multiple prey agents, which is definitely more 
difficult than the pursuit of a single prey agent. 
Considering the pursuit problem in the environment of 
dynamic obstacles is also an interesting topic for future 
research. 
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