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#### Abstract

This paper presents a heuristic algorithm to seek a maximum weakly stable matching for the Student-Project Allocation with lecturer preferences over Students containing Ties (SPA-ST) problem. We extend Gale-Shapley's idea to find a stable matching and propose two new heuristic search strategies to improve the found stable matching in terms of maximum size. The experimental results show that our algorithm is more effective than AP in terms of solution quality and execution time for solving the MAX-SPA-ST problem of large sizes.
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## 1 Introduction

The Student-Project Allocation problem with lecturer preferences over Students containing Ties (SPA-ST) is an extension of the Student-Project Allocation problem (SPA) [7,18,17,6,20,9]. This extension makes the original SPA problem more practical because lecturers have preference lists over students, and students also have preference lists over projects with allowing ties in order. The goal of SPA-ST is to seek a stable matching like SPA, which includes pairs of students and projects based on their preference lists. Note that each student is eligible for only one project, and the capacity constraints of both projects and lecturers meet requirements and satisfactions. According to ties given in the SPA-ST problem, there are three stability criteria of matching consists of weakly stable, strongly stable, and super-stable matching [22,21].

Recently, several researchers have focused on solving the SPA-ST problem because of its applications to large-scale matching schemes in university departments around the world, such as Glasgow University [14], Southern Denmark University [20], York University [15], and elsewhere [10,4,3,2,8]. Several algorithms have been proposed to solve the SPA-ST problem. Cooper et al. [6] presented a 3/2- approximation algorithm, called AP, to find a weakly stable matching based on Király's idea for the HRT problem [16,13]. Besides, they also modeled the SPA-ST problem as an Integer Programming (IP) problem. Olaosebikan et al. [21] described the polynomial-time algorithm to find a strongly
stable matching, and they proved that it might not exist for SPA-ST problem. Their algorithm runs in $O\left(m^{2}\right)$ time, where $m$ is the total length of the students' preference lists. In addition, Olaosebikan et al. [22] proposed an approximation algorithm for solving SPA-ST problem in terms of finding a super-stable matching.

Practically, the problem of finding weakly stable matching is the most suitable for real-life applications. Irving et al. [11] showed that weakly stable matchings always exist and have different sizes [19]. This research aims to find a weakly stable matching with maximum size, called a MAX-SPA-ST problem, meaning that as many students as possible are assigned to projects. However, the MAX-SPA-ST problem is known as NP-hard, and therefore, finding an efficient algorithm to solve the MAX-SPA-ST of large sizes is a challenge for the research community.

Our contribution. This paper presents an effective heuristic algorithm to solve the MAX-SPA-ST problem of large sizes. Our main idea is to start from a stable matching, then define two heuristic strategies promoting unmatched students and under-subscribed lecturers to improve the matching size by breaking stable pairs. Our algorithm terminates when it finds a perfect matching or reaches a maximum number of iterations. The experimental results show that our proposed algorithm is more efficient than the AP algorithm [6] in terms of solution quality and execution time.

The rest of this paper is organized as follows: Section 2 presents preliminaries of SPA-ST, Section 3 describes our proposed algorithm, Section 4 discusses our experimental results, and Section 5 concludes our work.

## 2 Preliminaries

An SPA-ST instance consists of a set of students, denoted by $\mathcal{S}=\left\{s_{1}, s_{2}, \cdots, s_{n}\right\}$, a set of projects, denoted by $\mathcal{P}=\left\{p_{1}, p_{2}, \cdots, p_{q}\right\}$, and a set of lecturers, denoted by $\mathcal{L}=\left\{l_{1}, l_{2}, \cdots, l_{m}\right\}$. Each lecturer $l_{k}$ offers a set of projects and ranks a set of students in her/his preference list. Each student $s_{i}$ ranks a set of projects in her/his preference list. Both lecturers' and students' preference lists allow ties in order. Each lecturer has a capacity $d_{k} \in \mathbb{Z}^{+}$indicating the maximum number of students that can be matched to $l_{k}$. Each project is offered by one lecturer and has a capacity $c_{j} \in \mathbb{Z}^{+}$indicating the maximum number of students that can be matched to $p_{j}$. For any pair $\left(s_{i}, p_{j}\right) \in \mathcal{S} \times \mathcal{P}$ where $p_{j}$ is offered by $l_{k}$, we consider $\left(s_{i}, p_{j}\right)$ as an acceptable pair if $s_{i}$ and $p_{j}$ both find each other acceptable, i.e. $p_{j}$ is ranked by a student $s_{i}$ and $s_{i}$ is ranked by a lecturer $l_{k}$ who offers $p_{j}$. We denote the rank of $p_{j}$ in $s_{i}$ 's preference list by $R_{s_{i}}\left(p_{j}\right)$ and the rank of $s_{i}$ in $l_{k}$ 's preference list by $R_{l_{k}}\left(s_{i}\right)$. Note that we will use the term rank list instead of the preference list in the implementation process.

A matching $M$ of a SPA-ST instance is a set of acceptable pairs $\left(s_{i}, p_{j}\right)$ or $\left(s_{i}, \varnothing\right)$ such that $\left|M\left(s_{i}\right)\right| \leq 1$ for all $s_{i} \in \mathcal{S},\left|M\left(p_{j}\right)\right| \leq c_{j}$ for all $p_{j} \in \mathcal{P}$, and $\left|M\left(l_{k}\right)\right| \leq d_{k}$ for all $l_{k} \in \mathcal{L}$. A project $p_{j}$ is under-subscribed, full or oversubscribed according as $\left|M\left(p_{j}\right)\right|<c_{j},\left|M\left(p_{j}\right)\right|=c_{j}$, or $\left|M\left(p_{j}\right)\right|>c_{j}$, respectively.

Similarly, lecturer $l_{k}$ is under-subscribed, full or over-subscribed according as $\left|M\left(l_{k}\right)\right|<d_{k},\left|M\left(l_{k}\right)\right|=d_{k}$, or $\left|M\left(l_{k}\right)\right|>d_{k}$, respectively. If $\left(s_{i}, p_{j}\right) \in M$, then $s_{i}$ is matched to $p_{j}$, denoted by $M\left(s_{i}\right)=p_{j}$. If $M\left(s_{i}\right)=\varnothing$, then $s_{i}$ is unmatched in $M$.

Let $\left(s_{i}, p_{j}\right) \in(\mathcal{S} \times \mathcal{P}) \backslash M$ be a blocking pair for a weakly stable matching $M$ if the following conditions are satisfied:

1. $s_{i}$ and $p_{j}$ find accept each other;
2. $s_{i}$ prefers $p_{j}$ to $M\left(s_{i}\right)$ or $M\left(s_{i}\right)=\varnothing$;
3. either $(a),(b)$ or $(c)$ holds as follows:
(a) $\left|M\left(p_{j}\right)\right|<c_{j}$ and $\left|M\left(l_{k}\right)\right|<d_{k}$;
(b) $\left|M\left(p_{j}\right)\right|<c_{j},\left|M\left(l_{k}\right)\right|=d_{k}$ and;
i. either $s_{i} \in M\left(l_{k}\right)$ or;
ii. $l_{k}$ prefers $s_{i}$ to the worst student in $M\left(l_{k}\right)$;
(c) $\left|M\left(p_{j}\right)\right|=c_{j}$ and $l_{k}$ prefers $s_{i}$ to the worst student in $M\left(p_{j}\right)$.

Suppose that we have two blocking pairs $\left(s_{i}, p_{j}\right)$ and $\left(s_{i}, p_{k}\right)$, we say that $\left(s_{i}, p_{j}\right)$ dominates $\left(s_{i}, p_{k}\right)$ from the student's point of view if $s_{i}$ prefers $p_{j}$ to $p_{k}$. A pair $\left(s_{i}, p_{j}\right)$ is undominated if there are no blocking pairs that dominate it from the student's point of view.

A matching $M$ is called weakly stable if it admits no blocking pair, otherwise it is called unstable. In this paper, we consider a weakly stable matching as a stable matching. The size of a stable matching $M$, denoted by $|M|$, is the number of matched students in $M$. If $|M|=\mathrm{n}$, then $M$ is a perfect matching, otherwise, $M$ is a non-perfect matching.

## 3 Proposed algorithm

### 3.1 HA algorithm

This section describes our heuristic algorithm for the MAX-SPA-ST problem, called HA, in Algorithm 1. Our main idea is to start stable matching, which is adapted from Gale-Shapely's idea [7]. Then, if a stable matching is non-perfect, we improve its size by proposing two heuristic search strategies with two tasks as follows:

Task 1: Algorithm 1 selects a random unmatched student $s_{i}$ from a stable matching $M$. Then, the algorithm considers one by one project $p_{j} \in \mathcal{P}$ in order of $s_{i}$ 's rank list in which $p_{j}$ is offered by $l_{k}$. The algorithm finds a student $s_{t}$ which is the same ties with $s_{i}$ in $l_{k}$ 's rank list, i.e. $R_{l_{k}}\left(s_{t}\right)=R_{l_{k}}\left(s_{i}\right)$. Then, the algorithm satisfies either condition in case (1) or (2) as follows: Case (1): $p_{j}$ is under-subscribed and $v\left(s_{i}\right) \geq v\left(s_{t}\right)$. Case (2): $p_{j}$ is full, $s_{t} \in M\left(p_{j}\right)$ and $v\left(s_{i}\right) \geq v\left(s_{t}\right)$, then the algorithm replaces $\left(s_{t}, p_{z}\right)$ where $p_{z}=M\left(s_{t}\right)$ by $\left(s_{i}, p_{j}\right)$ in $M$ and increases the value of $v\left(s_{i}\right)$. It should be noted that the condition $v\left(s_{i}\right) \geq v\left(s_{t}\right)$ means that the number of replacements of $s_{i}$ is higher than $s_{t}$, meaning that $s_{i}$ is prioritized to match with $p_{j}$. If $p_{z}$ is removed and became under-subscribed, we call the function $\operatorname{Repair}\left(p_{z}, l_{k}\right)$ to break blocking pairs for M.

```
Algorithm 1: HA Algorithm for MAX-SPA-ST problem
    Input: - An SPA-ST instance \(I\).
            - max_iter is the maximum number of iterations.
    Output: A maximum stable matching \(M\).
    function HA ( \(I\) )
        \(M:=\operatorname{EGS}(I) ; \quad \triangleright\) generate a stable matching
        \(v\left(s_{i}\right):=0,(1 \leq i \leq n) ; \quad \triangleright\) mark the replacing time of \(s_{i}\)
        \(v\left(p_{i}\right):=0,(1 \leq i \leq q) ; \quad \triangleright\) mark the replacing time of \(p_{i}\)
        iter \(:=0\);
        while (iter \(\leq\) max_iter) do
            iter \(:=\) iter +1 ;
            if \(|M|=n\) then break;
            \(s_{i}:=\) a random unmatched student in \(M ; \quad \triangleright\) Task 1
            \(R_{s_{i}}^{\prime}:=s_{i}\) 's ranks list;
            while \(R_{s_{i}}^{\prime}\) is non-empty do
            \(p_{j}:=\operatorname{argmin}\left(R_{s_{i}}^{\prime}>0\right), \forall p_{j} \in \mathcal{P} ;\)
            \(l_{k}:=\) a lecturer who offers \(p_{j}\);
            for \(\left(\right.\) each \(\left.s_{t} \in M\left(l_{k}\right) \mid R_{l_{k}}\left(s_{t}\right)=R_{l_{k}}\left(s_{i}\right)\right)\) do
                if \(\left(\left|M\left(p_{j}\right)\right|<c_{j}\right)\) or \(\left(s_{t} \in M\left(p_{j}\right)\right.\) and \(\left.\left|M\left(p_{j}\right)\right|=c_{j}\right)\) then
                        if \(v\left(s_{i}\right) \geq v\left(s_{t}\right)\) or a small probability then
                                \(M:=M \backslash\left\{\left(s_{t}, p_{z}\right)\right\} \cup\left\{\left(s_{i}, p_{j}\right)\right\} \mid p_{z}=M\left(s_{t}\right) ;\)
                                \(v\left(s_{i}\right):=v\left(s_{i}\right)+1 ;\)
                                \(\operatorname{Repair}\left(p_{z}, l_{k}\right)\);
                                \(M:=\) Break_Student \(\left(M, s_{t}\right)\);
                                break;
            if \(M\left(s_{i}\right) \neq \varnothing\) then break;
            else \(R_{s_{i}}^{\prime}\left(p_{j}\right):=0\);
                \(p_{i}:=\) a random under-subscribed project in \(M ; \quad \triangleright\) Task 2
                \(l_{k}:=\) a lecturer who offers \(p_{i}\);
            for each \(s_{j} \in \mathcal{S}\left|R_{s_{j}}\left(p_{t}\right)=R_{s_{j}}\left(p_{i}\right)\right| p_{t}=M\left(s_{j}\right)\) do
                    if \(\left(\left|M\left(l_{k}\right)\right|<d_{k}\right)\) or \(\left(\left|M\left(l_{k}\right)\right|=d_{k}\right.\) and \(\left.s_{j} \in M\left(l_{k}\right)\right)\) then
                    if \(\left(v\left(p_{i}\right) \geq v\left(p_{t}\right)\right.\) or a small probability then
                        \(M:=M \backslash\left\{\left(s_{j}, p_{t}\right)\right\} \cup\left\{\left(s_{j}, p_{i}\right)\right\} ;\)
                        \(v\left(p_{i}\right):=v\left(p_{i}\right)+1\);
                        \(M:=\operatorname{Break}\) Lecturer \(\left(M, p_{t}\right)\);
                            break;
33.
        return \(M\);
    end function
```

To avoid a local minimum with a small probability, we prioritize $s_{i}$ without considering the value of $v\left(s_{i}\right)$. As a result, $s_{t}$ is now unmatched, thus the algo-

```
Algorithm 2: Breaking blocking pair from the student of \(M\)
    Input: A matching \(M\).
    Output: A stable matching \(M\).
    function Break_Student ( \(M, s_{t}\) )
        while (there exists blocking pairs) do
            \(\left(s_{t}, p_{u}\right):=\) an undominated blocking pair from \(s_{t}\);
            \(l_{k}:=\) a lecturer who offers \(p_{u}\);
            \(M:=M \cup\left\{\left(s_{t}, p_{u}\right)\right\} ;\)
            if \(p_{u}\) is over-subscribed then
                \(s_{w}:=\) a worst student of \(p_{u} ;\)
                \(M:=M \backslash\left\{\left(s_{w}, p_{u}\right)\right\} ;\)
                \(s_{t}:=s_{w} ;\)
            else if \(l_{k}\) is over-subscribed then
                        \(s_{r}:=\) a worst student of \(l_{k}\);
                    \(M:=M \backslash\left\{\left(s_{r}, p_{z}\right)\right\}\), where \(p_{z}=M\left(s_{r}\right) ;\)
                    \(\operatorname{Repair}\left(p_{z}, l_{k}\right) ; \triangleright\) repair blocking pair of type (3bi)
                    \(s_{t}:=s_{r} ;\)
        return \(M\);
    end function
```

rithm calls the Algorithm 2 to break blocking pairs for $M$. Finally, Algorithm 1 returns a stable matching that is equal to or greater in size than the current matching $M$.

Task 2: Algorithm 1 selects a random under-subscribed project $p_{i}$ from a stable matching $M$. Then, the algorithm finds a student $s_{j}$ which ranks $p_{i}$ at the same rank as $M\left(s_{j}\right)$ in $s_{j}$ 's rank list, i.e. $R_{s_{j}}\left(p_{i}\right)=R_{s_{j}}\left(p_{t}\right)$ where $M\left(s_{j}\right)=p_{t}$. Then, the algorithm satisfies either condition in case (1) or (2) as follows: Case (1): $l_{k}$ is under-subscribed and $v\left(p_{i}\right) \geq v\left(p_{t}\right)$. Case (2): $l_{k}$ is full, $s_{j} \in M\left(l_{k}\right)$, and $v\left(p_{i}\right) \geq v\left(p_{t}\right)$, then the algorithm replaces $\left(s_{j}, p_{t}\right)$ by $\left(s_{j}, p_{i}\right)$ in $M$ and increases the value of $v\left(p_{i}\right)$. Note that $v\left(p_{i}\right) \geq v\left(p_{t}\right)$ means that the number of replacements of $p_{i}$ is higher than $p_{t}$, i.e. $p_{i}$ is prioritized to match with $s_{j}$. To avoid a local minimum, with a small probability, we always prioritize $p_{i}$ without considering the value of $v\left(p_{i}\right)$. As a result, $p_{t}$ and $l_{w}$ who offers $p_{t}$ are under-subscribed, thus the algorithm calls the Algorithm 3 to break blocking pairs for $M$. Finally, the Algorithm 1 returns a stable matching that is equal to or greater in size than the current matching $M$. Our HA algorithm stops if a perfect matching is found or it is reached to the maximum number of iterations.

We use Algorithm 2 to break blocking pairs when a student $s_{t}$ is removed and becomes an unmatched student. The algorithm finds an undominated blocking pair $\left(s_{t}, p_{u}\right)$ from $s_{t}$ 's point of view. If there exists, then we add $\left(s_{t}, p_{u}\right)$ into $M$, where $p_{u}$ is offered by $l_{k}$. This process repeats until there are no existing blocking pairs for only unmatched students who have just been removed.

```
Algorithm 3: Breaking blocking pair from the lecturer of \(M\)
    Input: A matching \(M\).
    Output: A stable matching \(M\).
    function Break_Lecturer \(\left(M, p_{t}\right)\)
        while (there exists blocking pairs) do
            \(l_{w}:=\) a lecturer who offers \(p_{t}\);
            if \(p_{t}\) is under-subscribed then
                    \(\operatorname{Repair}\left(p_{t}, l_{w}\right)\); repair blocking pair of type (3bi)
            \(\left(s_{z}, p_{u}\right):=\) an undominated blocking pair from \(l_{w}\);
            if there exists pair \(\left(s_{z}, p_{u}\right)\) then
                \(M:=M \backslash\left\{\left(s_{z}, p_{h}\right)\right\} \cup\left\{\left(s_{z}, p_{u}\right)\right\}\), where \(p_{h}=M\left(s_{z}\right) ;\)
                    if \(p_{u}\) is over-subscribed then
                    \(s_{w}:=\) a worst student of \(p_{u}\);
                    \(M:=M \backslash\left\{\left(s_{w}, p_{u}\right)\right\} ;\)
                    \(M:=\) Break_Student \(\left(M, s_{w}\right)\);
                    else if \(l_{w}\) is over-subscribed then
                    \(s_{r}:=\) a worst student of \(l_{w}\);
                    \(M:=M \backslash\left\{\left(s_{r}, p_{z}\right)\right\}\), where \(p_{z}=M\left(s_{r}\right) ;\)
                    \(\operatorname{Repair}\left(p_{z}, l_{w}\right)\);
                    \(M:=\) Break_Student \(\left(M, s_{r}\right) ;\)
                \(p_{t}:=p_{h} ;\)
            else
                    break;
        return \(M\);
    end function
```

We use Algorithm 3 to break blocking pairs when a project $p_{t}$ is replaced and becomes under-subscribed. The algorithm uses the function Repair $\left(p_{t}, l_{w}\right)$ to remove blocking pairs type of (3bi), then we find an undominated blocking pair $\left(s_{z}, p_{u}\right)$ from $l_{w}$ 's point of view. If there exists, then we remove $\left(s_{z}, p_{h}\right)$ where $p_{h}=M\left(s_{z}\right)$ and add $\left(s_{z}, p_{u}\right)$ into $M$. This process repeats until there are no existing blocking pairs for only $p_{h}$ which have just been removed.

### 3.2 Example

This section presents an example execution of our HA algorithm for the SPAST instance consisting of seven students, eight projects, and three lecturers in Table 1. Starting from a stable matching $M=\left\{\left(s_{1}, p_{1}\right),\left(s_{2}, \varnothing\right),\left(s_{3}, p_{4}\right),\left(s_{4}, p_{2}\right)\right.$, $\left.\left(s_{5}, \varnothing\right),\left(s_{6}, p_{5}\right),\left(s_{7}, p_{3}\right)\right\}$ of size $|M|=5$, HA runs as follows: HA algorithm takes a random unmatched student $s_{2}$ and finds $s_{6}$ such that $R_{l_{2}}\left(s_{2}\right)=R_{l_{2}}\left(s_{6}\right)$ from $l_{2}$ 's rank list. Then, HA removes $\left(s_{6}, p_{5}\right)$ and adds $\left(s_{2}, p_{5}\right)$ into $M$, thus $s_{6}$ becomes unmatched. Next, the algorithm calls Alg. 2 to break blocking pairs.

The algorithm finds an undominated blocking pair ( $s_{6}, p_{8}$ ) from $s_{6}$ 's point of view and adds $\left(s_{6}, p_{8}\right)$ into $M$ to generate a new stable matching $M=\left\{\left(s_{1}, p_{1}\right)\right.$, $\left.\left(s_{2}, p_{5}\right),\left(s_{3}, p_{4}\right),\left(s_{4}, p_{2}\right),\left(s_{5}, \varnothing\right),\left(s_{6}, p_{8}\right),\left(s_{7}, p_{3}\right)\right\}$ of size $|M|=6$. Next, HA considers a random under-subscribed project $p_{7}$ and seeks a project $p_{1}$ which has $R_{s_{1}}\left(p_{7}\right)=R_{s_{1}}\left(p_{1}\right)$ from $s_{1}$ 's rank list. Then, the algorithm removes $\left(s_{1}, p_{1}\right)$ and adds $\left(s_{1}, p_{7}\right)$ into $M$. Next, the algorithm calls the Alg. 3 to break blocking pairs for $M$. Finally, HA returns a perfect matching $M=\left\{\left(s_{1}, p_{7}\right),\left(s_{2}, p_{5}\right),\left(s_{3}, p_{1}\right)\right.$, $\left.\left(s_{4}, p_{2}\right),\left(s_{5}, p_{4}\right),\left(s_{6}, p_{8}\right),\left(s_{7}, p_{3}\right)\right\}$ of size $|M|=7$.

Table 1. An instance of SPA-ST

| Student's preferences | Lecturer's preferences |  |
| :--- | :--- | :--- |
| $s_{1}:\left(p_{1} p_{7}\right)$ | $l_{1}:\left(s_{7} s_{4}\right) s_{1} s_{3}\left(s_{2} s_{5}\right) s_{6}$ | $l_{1}$ offers $p_{1}, p_{2}, p_{3}$ |
| $s_{2}: p_{1} p_{2}\left(p_{3} p_{4}\right) p_{5} p_{6}$ | $l_{2}: s_{3}\left(s_{2} s_{6}\right) s_{7} s_{5}$ | $l_{2}$ offers $p_{4}, p_{5}, p_{6}$ |
| $s_{3}:\left(p_{2} p_{1}\right) p_{4}$ | $l_{3}:\left(s_{1} s_{7}\right)$ |  |
| $s_{4}: p_{2}$ |  |  |
| $s_{5}:\left(p_{1} p_{2}\right) p_{3} p_{4}$ |  |  |
| $s_{6}:\left(p_{2} p_{3}\right) p_{4} p_{5} p_{6}$ | Project capacities $p_{7}, p_{8}$ |  |
| $s_{7}:\left(p_{5} p_{3}\right) p_{8}$ | Lecturer capacities | $c_{1}=2, c_{i}=1,(2 \leq i \leq 8)$ |

## 4 Experimental Results

In this section, we compared the solution quality and execution time of HA with those of AP which is an approximation algorithm [6] for the MAX-SPAST problem. We implemented these algorithms by Matlab R2019a software on a Xeon-R Gold 6130 CPU 2.1 GHz computer with 16 GB RAM. To perform the experiments, we generated randomly SPA-ST instances with five parameters ( $n, m, q, p_{1}, p_{2}$ ), where $n$ is the number of students, $m$ is the number of lecturers, $q$ is the number of projects, $p_{1}$ is the probability of incompleteness, and $p_{2}$ is the probability of ties. By this setting, on average, each student ranks about $q \times\left(1-p_{1}\right)$ projects. In our experiments, we set the total capacity of projects and lecturers as $C=1.2 n$ and $D=1.1 n$, respectively.

### 4.1 Comparison of solution quality

This section presents two experiments to compare the solution quality found by HA with that found by AP [6].

Experiment 1. Firstly, we randomly generated 100 instances of SPA-ST for parameters $\left(n, m, q, p_{1}, p_{2}\right)$ with $n \in\{100,200\}, m=0.05 n, q=0.1 n, p_{1} \in$ $[0.1,0.8]$ with step 0.1 , and $p_{2} \in[0.0,1.0]$ with step 0.1 . Then, we ran HA and AP, averaged results, and compared the percentage of perfect matchings and the average number of unmatched students found by these two algorithms. Our experimental results show that when $p_{1} \in[0.1,0.6]$ with every the value of $p_{2}$,
both our HA and AP obtain approximately $100 \%$ of perfect matchings, so we do not show the experiment results here. Figures 1(a) and 1(c) show the percentage of perfect matchings found by HA and AP. When $p_{1}=0.7$ or $p_{1}=0.8$, HA finds a much higher percentage of perfect matchings than AP does. Figures 1(b) and 1 (d) show the average number of unmatched students found by HA and AP. When $p_{1}=0.7$ or $p_{1}=0.8$, HA finds a fewer number of unmatched students in stable matchings than AP does.


Fig. 1. Percentage of perfect matching and average number of unmatched students

Experiment 2. As we saw in Experiment 1, when $p_{1}$ increases, both HA and AP are hard to find perfect matchings since the number of projects ranked in students' preference lists decreases. In this experiment, we changed $n \in\{300,400\}$, $p_{1} \in\{0.82,0.84,0.86\}$ and kept the values of $m, q$, and $p_{2}$ as in Experiment 1. Figure 2 shows the percentage of perfect matchings found by HA and AP. Again, we see that HA finds a much higher percentage of perfect matchings than AP does.


Fig. 2. Percentage of perfect matching and average number of unmatched students

### 4.2 Comparison of execution time

In the above experiments, $n$ is small, and therefore, the execution time of HA and AP is almost the same. This section presents two experiments to compare the execution time of HA and AP for SPA-ST instances of large sizes.

Experiment 3. We randomly generated 100 instances of SPA-ST for parameters $\left(n, m, q, p_{1}, p_{2}\right)$ with $n \in\{1000,2000\}, m=0.05 n, q=0.4 n, p_{1} \in[0.1,0.8]$ with step 0.1 , and $p_{2} \in[0.0,1.0]$ with step 0.1 . Figures 3 (a) and $3(\mathrm{~b})$ show the average execution time over $p_{1}$ of HA and AP. When $p_{2}$ increases from 0.0 to 1.0 , the execution time of AP almost remains unchanged, while HA slightly decreases, except for $p_{2}=1.0$, the execution time of HA significantly increases. When $n=1000$, HA runs about 9 times faster than AP. When $n=2000$, HA runs about 12.5 times faster than AP.

Experiment 4. Finally, we kept the values of $n, m, q$, and $p_{2}$ as in Experiment 3 , increased the values of $p_{1} \in[0.81,0.89]$ with step 0.01 , and randomly generated 100 instances of SPA-ST for each combination of values $\left(p_{1}, p_{2}\right)$. By increasing the values of $p_{1}$, we aim to reduce the number of projects ranked by each student compared to Experiment 3. Figures 3(c) and 3(d) show the average execution time over $p_{1}$ of HA and AP. As in Experiment 3, we saw that when $p_{2}$ increases from 0.0 to 1.0, the execution time of AP almost remains unchanged, while HA slightly decreases, except for $p_{2}=1.0$, the execution time


Fig. 3. Average of execution time for $n=1000$, 2000
of HA increases. When $n=1000$, HA ran faster about 5 times than AP. When $n=2000$, HA runs faster about 12.5 times than AP.

## 5 Conclusions

In this study, we presented a heuristic algorithm for solving the MAX-SPAST problem. We started with a stable matching and improved the matching size by defining two heuristic strategies to pair the unmatched students and under-subscribed projects. The experimental results showed that our proposed algorithm is efficient in terms of solution quality and execution time for the MAX-SPA-ST problem of large sizes. In the future, we will extend this proposed approach to solve the other variants of the SPA problem $[1,5,20,12]$.
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