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#### Abstract

A new regularization method for an inverse source problem for a parabolic equation in a Banach space is proposed. Hölder-type error estimates for the regularized solutions are proved for both a priori and a posteriori regularization parameter choice rules. Some numerical examples are presented for illustrating the efficiency of the method.


## ARTICLE HISTORY

Received 20 March 2020
Accepted 15 July 2020

## COMMUNICATED BY

M. Klibanov

## KEYWORDS

Inverse source problems in Banach spaces; regularization; error estimates

2010 MATHEMATICS
SUBJECT CLASSIFICATIONS
35R30; 35K05

## 1. Introduction

Let $T$ be a positive real number and $X$ be a Banach space with norm $\|\cdot\|$. Let $A: D(A) \subset X \rightarrow X$ be a densely-defined linear operator in $X$ such that $-A$ generates an analytic semigroup $\{S(t)\}_{t \geq 0}$ on $X$. By $D(A), \sigma(A), \rho(A)$ and $R(\lambda ; A), \lambda \in \rho(A)$, we denote the domain, the spectrum set, the resolvent set, and the resolvent of operator A , respectively. We assume that the following condition holds:

$$
\begin{equation*}
\|S(T)\|<1 \tag{1}
\end{equation*}
$$

Let $u:[0, T] \rightarrow X$ be a function from $[0, T]$ to $X$ and $F$ be an element in $X$. We consider the inverse problem of determining the element $F$ in the following problem

$$
\begin{align*}
& u^{\prime}(t)+A u(t)=F, \quad t \in(0, T), \\
& u(0)=0  \tag{2}\\
& u(T)=g
\end{align*}
$$

with $g \in X$ being given. The first two equations in (2) form a Cauchy problem, which is considered as the forward problem in which $u$ is to be determined with $F$ being given. A solution $u(t)$ of the forward problem is assumed to be in $C^{1}([0, T] ; X)$ and $u(t) \in D(A)$ for $t \in[0, T]$.

The last equation in (2) is considered as a measured datum in the inverse source problem. In practical situations, measurements usually contain error. Therefore, we assume that only a noisy datum
$g^{\delta}$ is given, which is merely in $X$ and satisfies

$$
\begin{equation*}
\left\|g-g^{\delta}\right\| \leq \delta \tag{3}
\end{equation*}
$$

where $\delta>0$ represents the noise level.
Throughout this paper, we assume that there exists a positive constant $E>\delta$ such that the following condition holds:

$$
\begin{equation*}
\left\|\left(I+A^{p}\right) F\right\| \leq E \tag{4}
\end{equation*}
$$

where $p$ is some positive real number such that $p \geq 1$ and $A^{p}$ is a fractional power of $A$ as defined in Definition 2.3. If $A$ is a differential operator, as in the case when (2) is a parabolic equation, condition (4) means that the source term $F$ needs to be regular enough as a function in $X$, see Example 2.6.

We note that the inverse source problem arises in several practical applications. Examples include the problem of determining heat sources in a heat transfer process and the problem of determining sources of pollution in air or water [1-5]. In [6], the authors considered an application of inverse source problems in solving a coefficient inverse problem.

There is an extensive literature on inverse source problems for parabolic equations in Hilbert spaces, see, e.g. [7-13] and the references therein. For an up-to-date list of inverse source problems for parabolic equations and corresponding references, we refer the reader to Hào et al. [8]. Some of the earliest works on inverse source problems for parabolic equations in Banach spaces were due to Iskenderov and Tagiev [14] and Rundell [15]. For other works on this topic, see [16-24]. The uniqueness of the inverse problem (2) has been proved under the assumption that $g \in D(A)$ and no number of the form $2 \pi i k / T$, with integers $k \neq 0$, is an eigenvalue of $A$, see [17,23]. The uniqueness has also been proved for a more general equation in which $F$ is a function of time, see [15, 24]. For the case with noisy data $g^{\delta}$, which is generally not in $D(A)$, problem (2) is ill-posed. Therefore, to solve it, regularization methods need to be applied. Although the theory on regularization of ill-posed linear equations in Banach spaces have been discussed by various authors, see, e.g. [25] and the references therein, results on the particular case of inverse source problems for parabolic equations are limited. In [19], the authors proposed a regularization method based on the conversion of the inverse source problem into a Fredholm equation of second kind and then approximate the original problem in an infinite dimensional space by a problem in a finite dimensional space. However, the convergence rate was not investigated and numerical implementation was not discussed.

In this work, we propose a regularization method, which approximates (2) by the following problem

$$
\begin{align*}
& v^{\prime}(t)+A v(t)=F_{\alpha}, \quad t \in(0, T), \\
& v(0)=0,  \tag{5}\\
& v(T)=\left(I+\alpha A^{b}\right)^{-1} g^{\delta},
\end{align*}
$$

where $\alpha>0$ is a regularization parameter, $b$ is a positive integer, and $I$ is the identity operator in $X$. We will see that $\left(I+\alpha A^{b}\right)^{-1}$ is a bounded operator on $X$ (Lemma 4.5) and problem (5) is well-posed (Remark 4.1). We obtain error estimates between $F_{\alpha}$ and $F$ of Hölder type for both a priori and $a$ posteriori choice rules for the regularization parameter $\alpha$.

In the Hilbert space setting, a similar regularization method with $b=1$ was proposed in [7] in which the authors derived a Hölder-type error estimate for an a priori parameter choice rule. The proof of the result in [7] was based on the eigenfunction expansion method in Hilbert spaces. In this paper, we obtain Hölder-type error estimates for the regularized solutions using both a priori and $a$ posteriori parameter choice rules (Theorems 3.1 and 3.2) with a higher rate of convergence than that in [7] when $b>1$. We note that our results are proven in Banach spaces where the techniques used in [7] are no more applicable.

The remainder of this work is arranged as follows. In Section 2 we present some auxiliary results which are needed in our analysis. In Section 3, we state error estimates for the regularized solutions

- the main results of this paper. The proofs of these results are presented in Section 4. In Section 5, we present some numerical examples for showing the efficiency of our method. Some concluding remarks are provided in Section 6. In the Appendix, we prove a result concerning eigenvalues of fractional powers of a linear operator in a Banach space.


## 2. Auxiliary results

In this section, we state some auxiliary results that we need to use in Section 3 for proving error estimates. For more details, see the cited references.

Definition 2.1 ([26], p. 93): We call a (possibly unbounded) operator $A$ a generator if $A$ generate a uniformly bounded strongly continuous holomorphic semigroup $\left\{\mathrm{e}^{-z A}\right\}_{\operatorname{Re} z \geqslant 0}$. By switching to equivalent norm $|\|x\||=\sup _{\operatorname{Re} z} z \geqslant 0\left\|\mathrm{e}^{-z A}\right\|$, if necessary, we may assume that $\left\|\mathrm{e}^{-z A}\right\| \leq 1$, for all $\operatorname{Re} z \geqslant 0$. For $s \geqslant 0$, define

$$
\begin{equation*}
G(s, A):=\int_{\mathbb{R}} \frac{1-\cos (s r)}{r^{2}} \mathrm{e}^{\mathrm{e} i r A} \frac{\mathrm{~d} r}{\pi} . \tag{6}
\end{equation*}
$$

Remark 2.1 (See Proposition 10 in [26]): The following inequality holds

$$
\|G(s, A)\| \leq s, \quad \forall s \geqslant 0
$$

Definition $2.2([26]):$ Let $A C^{1}[0,1]$ be the set defined by $A C^{1}[0,1]:=\left\{h:[0,1] \rightarrow \mathbb{R} \mid h^{\prime}\right.$ is absolutely continuous on $[0,1]\}$ and $A C^{1}[0, \infty):=\left\{h \circ g \mid h \in A C^{1}[0,1]\right\}$, where $g(t)=(1+t)^{-1}, t \in[0, \infty)$. For $f \in A C^{1}[0, \infty)$, we define the functional calculus

$$
\begin{equation*}
f(A):=\left(\lim _{t \rightarrow \infty} f(t)\right) I+\int_{0}^{\infty} f^{\prime \prime}(s) G(s, A) \mathrm{d} s \tag{7}
\end{equation*}
$$

In (7), $f^{\prime \prime}$ is the pointwise second derivative of $f$. We remark that since $f^{\prime}$ is absolutely continuous on $[0, \infty), f^{\prime \prime}$ exists almost everywhere.

Definition 2.3 ([27], p. 69): Let $A$ be a densely-defined closed linear operator which satisfies Definition 2.1 such that $\rho(A) \supset \Sigma^{+}:=\{\lambda: 0<\omega<|\arg \lambda| \leq \pi\} \cup V$, where $\omega$ is a given positive real number and $V$ is a neighborhood of zero in the complex plane $\mathbb{C}$. For $b>0$, the power $A^{-b}$ of $A$ is defined by:

$$
\begin{equation*}
A^{-b}:=\frac{1}{2 \pi i} \int_{C} z^{-b}(A-I z)^{-1} \mathrm{~d} z \tag{8}
\end{equation*}
$$

where $C$ is a path running in the resolvent set of $A$ from $\infty \mathrm{e}^{-i v}$ to $\infty \mathrm{e}^{i v}$, with $\omega<v<\pi$. We also define $A^{b}:=\left(A^{-b}\right)^{-1}$ and $A^{0}=I$.

Lemma 2.4 ([28], p. 105-106 and p. 158-160): Assume that $A$ is an operator as in Definition 2.3 and $\{S(t)\}_{t \geq 0}$ is the semigroup generated by $-A$. Then,
(i) For given numbers $\alpha, \beta, 0<\alpha<\beta<1$, there exists a constant $M_{1}=M_{1}(\alpha, \beta) \geqslant 1$ such that

$$
\begin{equation*}
\left\|A^{\alpha} x\right\| \leq M_{1}\left\|A^{\beta} x\right\|, \quad x \in D\left(A^{\beta}\right) \tag{9}
\end{equation*}
$$

(ii) For any $\beta \geqslant 0$, there exits a constant $M_{\beta} \geqslant 1$ such that

$$
\begin{equation*}
\left\|A^{\beta} S(t)\right\|=\left\|A^{\beta} \mathrm{e}^{-t A}\right\| \leq M_{\beta} t^{-\beta}, \quad t>0 \tag{10}
\end{equation*}
$$

(iii) For $\alpha<\beta<\gamma$, there exists a constant $C=C(\alpha, \beta, \gamma)>0$ such that

$$
\begin{equation*}
\left\|A^{\beta} v\right\| \leq C(\alpha, \beta, \gamma)\left\|A^{\gamma} v\right\|^{((\beta-\alpha) /(\gamma-\alpha))}\left\|A^{\alpha} v\right\|^{((\gamma-\beta) /(\gamma-\alpha))} \tag{11}
\end{equation*}
$$

Lemma 2.5 (See [29], p. 42): Assume that A is an operator as in Definition 2.3. The following properties hold:
(a) $A^{-b} \in B(X)$ and is injective for $b>0$, where $B(X)$ is the space of bounded linear operators in $X$.
(b) $A^{b}$ is a closed operator and $D\left(A^{b}\right) \subset D\left(A^{d}\right)$ for $b>d>0$.
(c) $A^{b} x=A^{(b-n)} A^{n} x$ for $x \in D\left(A^{n}\right)$ and $n>b, n \in \mathbb{N}$.

Example 2.6: To illustrate hypothesis (4), we consider the case when $X$ is the Hilbert space $L^{2}[0, \pi]$ with norm $\|\cdot\|_{2}$ and inner product $\langle\rangle,, A=-\left(\partial^{2} / \partial x^{2}\right)$ with Dirichlet boundary conditions at $x=0$ and $x=\pi$, then with $p=1,(4)$ is equivalent to the condition

$$
F(0)=F(\pi)=0, \quad\left\|F-F^{\prime \prime}\right\|_{2} \leq E .
$$

It follows from part (c) of Lemma 2.5 that $A^{2}=A(A)=\left(\partial^{4} / \partial x^{4}\right)$. Therefore, with $p=2$, (4) becomes

$$
F(0)=F(\pi)=0, \quad\left\|F+F^{(4)}\right\|_{2} \leq E .
$$

## 3. Error estimates for regularized solutions

In this section, we derive error estimates for the regularized solutions for both a priori and a posteriori parameter choice rules. Our main results are stated in Theorems 3.1 and 3.2. Since their proofs are quite technical, we present them in Section 4 to enable the reader to understand the results without being distracted by technical details. At the end of this section, we discuss our results in comparison with those in the literature.

First, we represent the solutions of the inverse source problem (2) and the regularized problem (5) via the semigroup $S(t)$. Since $u(0)=0$, the solution $u(t)$ of (2) is given by

$$
u(t)=S(t) u(0)+\int_{0}^{t} S(s) F \mathrm{~d} s=\int_{0}^{t} S(s) F \mathrm{~d} s
$$

Hence,

$$
A u(T)=A \int_{0}^{T} S(s) F \mathrm{~d} s=(S(T)-I) F
$$

For the last equality, see [27, p. 5]. Since $u(T)=g$, we have

$$
\begin{equation*}
F=(S(T)-I)^{-1} A g . \tag{12}
\end{equation*}
$$

In (12), the operator $(S(T)-I)^{-1}$ is bounded. The ill-posedness of (12) is due to the unboundedness of the operator $A$. Indeed, if $g$ is replaced by the noisy data $g^{\delta}, A g^{\delta}$ may not exist or if it exists, a small error in $g^{\delta}$ will be amplified by $A$. We refer the reader to [30] for an extensive discussion on regularization methods for general linear operator equations in Hilbert spaces, and to [25] for those in Banach spaces.

In our approach, the solution of the regularized problem (5) is given by

$$
\begin{equation*}
F_{\alpha}=(S(T)-I)^{-1} A\left(I+\alpha A^{b}\right)^{-1} g^{\delta} . \tag{13}
\end{equation*}
$$

Error estimates for the regularized solution $F_{\alpha}$ in case of a priori parameter choice rules are given in the following theorem.

Theorem 3.1: Suppose that $b$ is a positive integer and condition (4) is satisfied for some $p \geq 1$. Then there exist positive constants $C^{*}, C^{* *}$ such that

$$
\left\|F-F_{\alpha}\right\| \leq \begin{cases}C^{*}\left(\alpha^{-1 / b} \delta+\alpha E\right) & \text { if } p \geq b  \tag{14}\\ C^{* *}\left(\alpha^{-1 / b} \delta+\alpha^{p / b} E\right) & \text { if } 1 \leq p<b\end{cases}
$$

In particular,
(i) for $p \geq b$ and $\alpha=(\delta / E)^{b /(b+1)}$, we obtain

$$
\begin{equation*}
\left\|F-F_{\alpha}\right\| \leq 2 C^{*} \delta^{b /(b+1)} E^{1 /(b+1)} \tag{15}
\end{equation*}
$$

(ii) for $p<b$ and $\alpha=(\delta / E)^{b /(1+p)}$, we obtain

$$
\begin{equation*}
\left\|F-F_{\alpha}\right\| \leq 2 C^{* *} \delta^{p /(1+p)} E^{1 /(1+p)} \tag{16}
\end{equation*}
$$

For a posteriori parameter choice rules, we define the function $\rho(\alpha)$ by

$$
\begin{equation*}
\rho(\alpha):=\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-g^{\delta}\right\| . \tag{17}
\end{equation*}
$$

We assume that $0<\delta<\left\|g^{\delta}\right\|$. This assumption is practically reasonable since the measured datum is useless when its error is too high. As proved in Lemma 4.6, $\rho(\alpha)$ is a continuous function on $(0, \infty)$ and $\lim _{\alpha \rightarrow 0} \rho(\alpha) \rightarrow 0$ and $\lim _{\alpha \rightarrow \infty} \rho(\alpha) \rightarrow\left\|g^{\delta}\right\|$.

Let $\tau$ be a positive constant such that $\tau>1$ and $\tau \delta<\left\|g^{\delta}\right\|$. Then, there exists a parameter $\alpha=$ $\alpha(\delta, \tau)$ such that

$$
\begin{equation*}
\rho(\alpha)=\tau \delta . \tag{18}
\end{equation*}
$$

Error estimates for the regularized solution $F_{\alpha}$ with $\alpha$ being chosen using the a posteriori rule (18) are stated in the following theorem.

Theorem 3.2: Suppose that $b$ is an integer such that $b>1$ and condition (4) is satisfied for some $p \geq 1$. Let $F_{\alpha}$ be the solution of the regularized problem (5) with regularization parameter $\alpha$ given by (18). Then, there exist positive constants $C^{\dagger}$ and $C^{\dagger \dagger}$ such that

$$
\begin{align*}
& \left\|F-F_{\alpha}\right\| \leq C^{\dagger} \delta^{(b-1) / b} E^{1 / b}, \quad \text { if } p \geq b-1  \tag{19}\\
& \left\|F-F_{\alpha}\right\| \leq C^{\dagger \dagger} \delta^{p /(1+p)} E^{1 /(1+p)}, \quad \text { if } 1 \leq p<b-1 . \tag{20}
\end{align*}
$$

Remark 3.1: Since $\rho(\alpha)$ may not be monotonic, the regularization parameter satisfying (18) may not be unique. However, the error estimates (15) and (16) are valid for any $\alpha$ satisfying (18). A theoretical estimate of the effect of $\alpha$ on the accuracy of the regularized solution is still open.

Remark 3.2: We note that although representing the regularized solution $F_{\alpha}$ using (13) is convenient in proving the error estimates, its numerical realization is challenging since $S(T)$ is not easy to calculate. To find the regularized solution $F_{\alpha}$, we first convert (5) into the following problem for $w(t):=\left(I+\alpha A^{b}\right) v:$

$$
\begin{align*}
& w^{\prime}(t)+A w(t)=\left(I+\alpha A^{b}\right) F_{\alpha}, \\
& w(0)=0  \tag{21}\\
& w(T)=g^{\delta} .
\end{align*}
$$

Then $F_{\alpha}$ is calculated from (21).

Remark 3.3: As an example, consider the following one-dimensional inverse source problem, where $X$ is a Banach space of functions defined on $[0, \pi]$,

$$
\begin{align*}
& u_{t}(x, t)-u_{x x}(x, t)=F(x), \quad(x, t) \in(0, \pi) \times(0, T) \\
& u(0, t)=u(\pi, t)=0, \quad t \in[0, T] \\
& u(x, 0)=0, \quad x \in(0, \pi)  \tag{22}\\
& u(x, T)=g^{\delta}(x), \quad x \in[0, \pi]
\end{align*}
$$

Assume that $A$ admits a set of positive eigenvalues $\left\{\lambda_{n}\right\}_{n \geq 1}$ and the corresponding eigenfunctions $\left\{\phi_{n}\right\}_{n \geq 1}$ which form a Schauder basis of the Banach space $X$. In this case, using Lemma A. 2 in the appendix, we can write condition (4) in the following form:

$$
\begin{equation*}
\left\|\sum_{n=1}^{\infty}\left(1+\lambda_{n}^{p}\right) f_{n} \phi_{n}\right\| \leq E, \tag{23}
\end{equation*}
$$

where $\left\{f_{n}\right\}_{n \geq 1}$ are the coordinates of $F$ with respect to basis $\left\{\phi_{n}\right\}_{n \geq 1}$. Hence, under condition (23) we obtain the error estimates in Theorems 3.1 and 3.2. In Section 5 we present some numerical examples for this problem.

In the case when $X$ is the Hilbert space $L^{2}[0, \pi]$, Dou et al. [7] also proposed the same regularized problem as (21) with $b=1$. That means, the right-hand side of the first equation of (21) is $F_{\alpha}(x)-$ $\alpha F_{\alpha}^{\prime \prime}(x)$. Note that $A=-\left(\partial^{2} / \partial x^{2}\right)$ with Dirichlet boundary conditions. In this case, we have $\lambda_{n}=n$ and $\phi_{n}(x)=\sin (n x), n=1,2, \ldots$. Then, condition (23) is equivalent to the following condition:

$$
\begin{equation*}
\|F\|_{H^{p}} \leq E, \tag{24}
\end{equation*}
$$

where $\|\cdot\|_{p}$ is the norm in the Sobolev space $H^{p}[0, \pi]$. Under the same condition, the authors in [7] obtained the following error estimate for the a priori parameter choice rule $\alpha=(\delta / E)^{2 /(p+2)}$ :

$$
\begin{equation*}
\left\|F-F_{\alpha}\right\| \leq \widetilde{C} \delta^{p /(p+2)} E^{2 /(p+2)}+\max \left\{\alpha^{p / 2}, \alpha\right\} E, \tag{25}
\end{equation*}
$$

where $\tilde{C}$ is a positive constant. Note that $\max \left\{\alpha^{p / 2}, \alpha\right\} E \geq \delta^{1 / 2} E^{1 / 2}$, for all $p>0$. This error estimate is of the same order as our result in Theorem 3.1 for $b=1$ (see (15)). For $b \geq 2$, our result is better than [7]. Indeed, when $p \geq b \geq 2$ the error estimate (15) is $\delta^{b / b+1} E^{1 / b+1}$, which is smaller than or equal to $\delta^{2 / 3} E^{1 / 3}$.

A posteriori parameter choice rules were not considered in [7].

## 4. Proofs of Theorems 3.1 and 3.2

The following results are needed for proving Theorem 3.1.
Lemma 4.1: The following inequality holds

$$
\left\|(S(T)-I)^{-1}\right\| \leq \frac{1}{1-\|S(T)\|}
$$

Proof: Note that $S(T)-I$ is a bounded linear operator and

$$
1=\|I\|=\|I-S(T)+S(T)\| \leq\|I-S(T)\|+\|S(T)\| .
$$

This implies that $\|I-S(T)\| \geqslant 1-\|S(T)\|>0$. Therefore, there exists $(S(T)-I)^{-1}$ which is also a bounded linear operator and

$$
\left\|(S(T)-I)^{-1}\right\| \leq \frac{1}{1-\|S(T)\|}
$$

The lemma is proved.

Lemma 4.2: The following inequality holds

$$
\left\|A\left(I+\alpha A^{b}\right)^{-1}\right\| \leq \begin{cases}2 \alpha^{-1} & \text { if } b=1  \tag{26}\\ (b-1)^{(b-1) / b}(b+1)^{1 / b} \alpha^{-1 / b} & \text { if } b>1\end{cases}
$$

Proof: Let $A_{\alpha}=A\left(I+\alpha A^{b}\right)^{-1}$ and $f(s)=s /\left(1+\alpha s^{b}\right)$. We have

$$
\begin{equation*}
f^{\prime}(s)=\frac{1+(1-b) \alpha s^{b}}{\left(1+\alpha s^{b}\right)^{2}}, \quad f^{\prime \prime}(s)=\frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} \tag{27}
\end{equation*}
$$

If $b=1$, then

$$
A_{\alpha}=f(A)=\frac{1}{\alpha} I+\int_{0}^{\infty} \frac{-2 \alpha}{(1+\alpha s)^{3}} G(s, A) \mathrm{d} s .
$$

Therefore, we have

$$
\begin{equation*}
\left\|A_{\alpha}\right\| \leq \frac{1}{\alpha}+\int_{0}^{\infty} \frac{2 \alpha s}{(1+\alpha s)^{3}} \mathrm{~d} s=\frac{2}{\alpha} \tag{28}
\end{equation*}
$$

If $b>1$, then

$$
A_{\alpha}=\int_{0}^{\infty} \frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} G(s, A) \mathrm{d} s
$$

This implies that

$$
\begin{align*}
\left\|A_{\alpha}\right\| & \leq \int_{0}^{\infty} \frac{b \alpha s^{b-1}\left|(b-1) \alpha s^{b}-b-1\right|}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s \\
& =-\int_{0}^{a} \frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s+\int_{a}^{\infty} \frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s \tag{29}
\end{align*}
$$

where $a=((b+1) /((b-1) \alpha))^{1 / b}$. The first integral on the right-hand side of (29) is evaluated as

$$
\begin{align*}
-\int_{0}^{a} \frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s & =-\left.s \frac{1+(1-b) \alpha s^{b}}{\left(1+\alpha s^{b}\right)^{2}}\right|_{0} ^{a}+\int_{0}^{a} \frac{1+(1-b) \alpha s^{b}}{\left(1+\alpha s^{b}\right)^{2}} \mathrm{~d} s \\
& =-\left(\frac{b+1}{(b-1) \alpha}\right)^{1 / b} \frac{-b}{\left(1+\frac{b+1}{b-1}\right)^{2}}+\left.\frac{s}{1+\alpha s^{b}}\right|_{0} ^{a} \\
& =\frac{b-1}{2}\left(\frac{b+1}{(b-1) \alpha}\right)^{1 / b} \tag{30}
\end{align*}
$$

By a similar argument, we have

$$
\begin{equation*}
\int_{a}^{\infty} \frac{b \alpha s^{b-1}\left((b-1) \alpha s^{b}-b-1\right)}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s=\frac{b-1}{2}\left(\frac{b+1}{(b-1) \alpha}\right)^{1 / b} \tag{31}
\end{equation*}
$$

From (29)-(31) we obtain

$$
\left\|A_{\alpha}\right\| \leq(b-1)\left(\frac{b+1}{(b-1) \alpha}\right)^{1 / b}=(b-1)^{(b-1) / b}(b+1)^{1 / b} \alpha^{-1 / b} .
$$

The lemma is proved.

Lemma 4.3: Suppose that $F_{1 \alpha}, F_{2 \alpha}$ are source terms of (5) corresponding to the final values $g_{1}^{\delta}, g_{2}^{\delta}$. There exists a positive constant $C_{1}$ such that

$$
\left\|F_{1 \alpha}-F_{2 \alpha}\right\| \leq C_{1} \alpha^{-1 / b}\left\|g_{1}^{\delta}-g_{2}^{\delta}\right\|
$$

Proof: From Lemmas 4.1 and 4.2, there exists a positive constant $C_{1}$ such that

$$
\begin{aligned}
\left\|F_{1 \alpha}-F_{2 \alpha}\right\| & =\left\|(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1}\left(g_{1}^{\delta}-g_{2}^{\delta}\right)\right\| \\
& \leq\left\|A\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|(I-S(T))^{-1}\right\|\left\|g_{1}^{\delta}-g_{2}^{\delta}\right\| \\
& \leq C_{1} \alpha^{-1 / b}\left\|g_{1}^{\delta}-g_{2}^{\delta}\right\| .
\end{aligned}
$$

The lemma is proved.
Remark 4.1: Problem (5) is well-posed. Indeed, from (13) it follows that problem (5) has a solution $F_{\alpha}$. Moreover, Lemma 4.3 implies that this solution is unique and depends continuously on the data $g^{\delta}$.

Lemma 4.4: For $b \in \mathbb{N}, b>0$ and $p \geq 1$, then there exists a positive constant $C_{2}$ such that

$$
\left\|A^{b}\left(I+A^{p}\right)^{-1}\right\| \leq C_{2}, \quad p \geq b
$$

Proof: Let $f_{1}(A)=A^{b}\left(I+A^{p}\right)^{-1}$, we have $f_{1}(s)=s^{b} /\left(1+s^{P}\right)$ and

$$
\begin{aligned}
f_{1}^{\prime}(s) & =\frac{b s^{b-1}+(b-p) s^{b+p-1}}{\left(1+s^{p}\right)^{2}} \\
f_{1}^{\prime \prime}(s) & =\frac{b(b-1) s^{b-2}+(b-p)(b+p-1) s^{b+p-2}}{\left(1+s^{p}\right)^{2}}-\frac{2 p s^{p-1}\left(b s^{b-1}+(b-p) s^{b+p-1}\right)}{\left(1+s^{p}\right)^{3}}
\end{aligned}
$$

When $b=1$, it follows from Lemma 4.2, with $\alpha=1$, that there exists a positive constant $C_{3}$ such that

$$
\left\|A^{b}\left(I+A^{p}\right)^{-1}\right\| \leq C_{3} .
$$

Now, we consider $b>1$. If $p=b$, then

$$
f_{1}(A)=\int_{0}^{\infty}\left(\frac{p(p-1) s^{p-2}}{\left(1+s^{p}\right)^{2}}-\frac{2 p^{2} s^{2 p-2}}{\left(1+s^{p}\right)^{3}}\right) G(s, A) \mathrm{d} s
$$

Therefore,

$$
\begin{aligned}
\left\|f_{1}(A)\right\| & \leq 1+\int_{0}^{\infty}\left|\frac{p(p-1) s^{p-2}}{\left(1+s^{p}\right)^{2}}-\frac{2 p^{2} s^{2 p-2}}{\left(1+s^{p}\right)^{3}}\right| s \mathrm{~d} s \\
& \leq 1+\int_{0}^{\infty}\left(\frac{p(p-1) s^{p-1}}{\left(1+s^{p}\right)^{2}}+\frac{2 p^{2} s^{2 p-1}}{\left(1+s^{p}\right)^{3}}\right) \mathrm{d} s \\
& \leq 1+\int_{0}^{\infty} \frac{3 p^{2} s^{p-1}}{\left(1+s^{p}\right)^{2}} \mathrm{~d} s \\
& =1+3 p .
\end{aligned}
$$

If $p>b$, then $f_{1}(A)=\int_{0}^{\infty} f_{1}^{\prime \prime}(s) G(s, A) \mathrm{d} s$. Therefore,

$$
\left\|f_{1}(A)\right\| \leq \int_{0}^{\infty}\left|\frac{b(b-1) s^{b-2}+(b-p)(b+p-1) s^{b+p-2}}{\left(1+s^{p}\right)^{2}}-\frac{2 p s^{p-1}\left(b s^{b-1}+(b-p) s^{b+p-1}\right)}{\left(1+s^{p}\right)^{3}}\right| s \mathrm{~d} s
$$

$$
\begin{aligned}
& \leq \int_{0}^{\infty}\left(\frac{b(b-1) s^{b-1}+(p-b)(b+p-1) s^{b+p-1}}{\left(1+s^{p}\right)^{2}}+\frac{2 p s^{p}\left(b s^{b-1}+(p-b) s^{b+p-1}\right)}{\left(1+s^{p}\right)^{3}}\right) \mathrm{d} s \\
& \leq \int_{0}^{\infty}\left(\frac{p b s^{b-1}+(p-b)(b+p-1) s^{b+p-1}}{\left(1+s^{p}\right)^{2}}+\frac{2 p\left(b s^{b-1}+(p-b) s^{b+p-1}\right)}{\left(1+s^{p}\right)^{2}}\right) \mathrm{d} s \\
& =\int_{0}^{\infty} \frac{3 p b s^{b-1}+(p-b)(b+3 p-1) s^{b+p-1}}{\left(1+s^{p}\right)^{2}} \mathrm{~d} s \\
& \leq \int_{0}^{\infty} \frac{3 p b s^{p-1}}{\left(1+s^{p}\right)^{2}} \mathrm{~d} s+\int_{0}^{\infty} \frac{(p-b)(b+3 p-1) s^{b-1}}{1+s^{p}} \mathrm{~d} s \\
& =3 b+\int_{0}^{1} \frac{(p-b)(b+3 p-1) s^{b-1}}{1+s^{p}}+\int_{1}^{\infty} \frac{(p-b)(b+3 p-1) s^{b-1}}{1+s^{p}} \mathrm{~d} s \\
& \leq 3 b+(p-b)(b+3 p-1)+\int_{1}^{\infty}(p-b)(b+3 p-1) s^{b-p-1} \mathrm{~d} s \\
& =3 b+(p-b)(b+3 p-1)+b+3 p-1 \\
& \leq 3 b+p(b+3 p)+b+3 p .
\end{aligned}
$$

The lemma is proved.
Lemma 4.5: For $b \in \mathbb{N}, b>0, p>0$, there exist positive constants $C_{4}, C_{5}$ such that
(a) $\left\|\left(I+\alpha A^{b}\right)^{-1}\right\| \leq C_{4}$,
(b) $\left\|A^{p}\left(I+\alpha A^{b}\right)^{-1}\right\| \leq C_{5} \alpha^{-p / b}, p \leq b$.

Proof: Let $f_{2}(A)=\left(I+\alpha A^{b}\right)^{-1}$. We have $f_{2}(s)=1 /\left(1+\alpha s^{b}\right)$ and

$$
f_{2}^{\prime \prime}(s)=\frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}}
$$

Therefore

$$
f_{2}(A)=\int_{0}^{\infty} f_{2}^{\prime \prime}(s) G(s, A) \mathrm{d} s
$$

We have

$$
\begin{aligned}
\left\|f_{2}(A)\right\| & \leq \int_{0}^{\infty}\left|f_{2}^{\prime \prime}(s)\right| s \mathrm{~d} s \\
& \leq \int_{0}^{\infty} \frac{b(b-1) \alpha s^{b-1}+b(b+1) \alpha^{2} s^{2 b-1}}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s \\
& \leq \int_{0}^{\infty} \frac{b(b-1) \alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s+\int_{0}^{\infty} \frac{b(b+1) \alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{2}} \mathrm{~d} s \\
& =\frac{b-1}{2}+b+1 .
\end{aligned}
$$

b) Using a similar argument as in the proof of Lemmas 4.2 and 4.4, there exists a positive constant $C_{5}$ such that

$$
\left\|A^{p}\left(I+\alpha A^{b}\right)^{-1}\right\| \leq C_{5} \alpha^{-p / b}, \quad p \leq b .
$$

The lemma is proved.

Lemma 4.6: Set

$$
\rho(\alpha)=\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-g^{\delta}\right\| .
$$

For $b \in \mathbb{N}, b>0$, If $0<\delta<\left\|g^{\delta}\right\|$, then
(i) $\rho(\alpha)$ is a continuous function,
(ii) $\lim _{\alpha \rightarrow \infty} \rho(\alpha)=\left\|g^{\delta}\right\|$,
(iii) $\lim _{\alpha \rightarrow 0} \rho(\alpha)=0$.

Proof: (i) We have

$$
\rho(\alpha)=\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-g^{\delta}\right\|=\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| .
$$

With $\alpha, \alpha_{0}>0$, we obtain

$$
\begin{aligned}
\left|\rho(\alpha)-\rho\left(\alpha_{0}\right)\right| & =\left|\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\|-\left\|\alpha_{0} A^{b}\left(I+\alpha_{0} A^{b}\right)^{-1} g^{\delta}\right\|\right| \\
& \leq\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-\alpha_{0} A^{b}\left(I+\alpha_{0} A^{b}\right)^{-1} g^{\delta}\right\| \\
& =\left|\alpha-\alpha_{0}\right| \| A^{b}\left(\left(I+\alpha_{0} A^{b}\right)^{-1}\left(I+\alpha A^{b}\right)^{-1} g^{\delta} \|\right.
\end{aligned}
$$

Case 1. If $b=1$, it follows from Lemmas 4.2 and 4.4 that there exists a positive constant $C_{6}$ such that

$$
\begin{aligned}
\left|\rho(\alpha)-\rho\left(\alpha_{0}\right)\right| & \leq\left|\alpha-\alpha_{0}\right| \| A\left(\left(I+\alpha_{0} A\right)^{-1}\| \|\left(I+\alpha A^{b}\right)^{-1}\| \| g^{\delta} \|\right. \\
& \leq C_{6} \alpha_{0}^{-1}\left|\alpha-\alpha_{0}\right| .
\end{aligned}
$$

Case 2. If $b>1$, it follows from Lemmas 4.2 and 4.4, then there exists a positive constant $C_{7}$ such that

$$
\begin{aligned}
\left|\rho(\alpha)-\rho\left(\alpha_{0}\right)\right| & =\left|\alpha-\alpha_{0}\right|\left\|A\left(I+\alpha_{0} A^{b}\right)^{-1} A^{b-1}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \\
& \leq\left|\alpha-\alpha_{0}\right|\left\|A\left(I+\alpha_{0} A\right)^{-1}\right\|\left\|A^{b-1}\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|g^{\delta}\right\| \\
& \leq C_{7} \alpha_{0}^{-1 / b} \alpha^{(1-b) / b}\left|\alpha-\alpha_{0}\right|
\end{aligned}
$$

Therefore $\rho(\alpha)$ is a continuous function.
(ii) From Lemma 4.4, for $f_{2}(A)=\left(I+\alpha A^{b}\right)^{-1}$ we have

$$
f_{2}(A)=\int_{0}^{\infty} \frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}} G(s, A) \mathrm{d} s
$$

We obtain

$$
\left\|f_{2}(A)\right\| \leq \int_{0}^{\infty}\left|\frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}}\right| s \mathrm{~d} s
$$

By Lemma 4.4, we have

$$
\int_{0}^{\infty}\left|\frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}}\right| s \mathrm{~d} s \leq \frac{b-1}{2}+b+1
$$

Therefore, there exists a number $\eta_{\epsilon}>0$ such that

$$
\left\|g^{\delta}\right\| \int_{0}^{\eta_{\epsilon}}\left|\frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}}\right| s \mathrm{~d} s \leq \epsilon / 2
$$

## Hence

$$
\begin{aligned}
\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| & \leq \epsilon / 2+\left\|g^{\delta}\right\| \int_{\eta_{\epsilon}}^{\infty}\left|\frac{b(b-1) \alpha s^{b-2}-b(b+1) \alpha^{2} s^{2 b-2}}{\left(1+\alpha s^{b}\right)^{3}}\right| s \mathrm{~d} s \\
& \leq \epsilon / 2+\left\|g^{\delta}\right\|\left(\int_{\eta_{\epsilon}}^{\infty} \frac{b(b-1) \alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s+\int_{\eta_{\epsilon}}^{\infty} \frac{b(b+1) \alpha^{2} s^{2 b-1}}{\left(1+\alpha s^{b}\right)^{3}} \mathrm{~d} s\right) \\
& \leq \epsilon / 2+\left\|g^{\delta}\right\|\left(\int_{\eta_{\epsilon}}^{\infty} \frac{b(b-1) \alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{2}} \mathrm{~d} s+\int_{\eta_{\epsilon}}^{\infty} \frac{b(b+1) \alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{2}} \mathrm{~d} s\right) \\
& =\epsilon / 2+3 b^{2}\left\|g^{\delta}\right\| \int_{\eta_{\epsilon}}^{\infty} \frac{\alpha s^{b-1}}{\left(1+\alpha s^{b}\right)^{2}} \mathrm{~d} s \\
& \leq \epsilon / 2+3 b^{2}\left\|g^{\delta}\right\| \int_{\eta_{\epsilon}}^{\infty} \frac{1}{\alpha s^{b+1}} \mathrm{~d} s=\epsilon / 2+\frac{3 b\left\|g^{\delta}\right\|}{\alpha \eta_{\epsilon}^{b}} .
\end{aligned}
$$

With $\alpha \geq\left(\left(6 b\left\|g^{\delta}\right\|\right) /\left(\epsilon \eta_{\epsilon}^{b}\right)\right)$, we obtain

$$
\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \leq \epsilon .
$$

This implies that

$$
\lim _{\alpha \rightarrow \infty}\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\|=0
$$

On the other hand

$$
\begin{aligned}
\left\|g^{\delta}\right\|-\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \leq \rho(\alpha) & =\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-g^{\delta}\right\| \\
& \leq\left\|g^{\delta}\right\|+\left\|\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| .
\end{aligned}
$$

We obtain

$$
\lim _{\alpha \rightarrow \infty} \rho(\alpha)=\left\|g^{\delta}\right\| .
$$

iii) Note that

$$
\begin{equation*}
\overline{R(S(T))}=X \tag{32}
\end{equation*}
$$

Let $\epsilon>0$. By (32), there exists a $\psi \in X$ such that

$$
\begin{equation*}
\left\|S(T) \psi-g^{\delta}\right\| \leq \frac{\epsilon}{2 C_{5}} \tag{33}
\end{equation*}
$$

where $C_{5}$ is the constant in part b) of Lemma 4.5. We have

$$
\begin{align*}
\rho(\alpha) & =\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \\
& =\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(S(T) \psi-g^{\delta}+S(T) \psi\right)\right\| \\
& \leq\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(S(T) \psi-g^{\delta}\right)\right\|+\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1}(S(T) \psi)\right\| \\
& \leq \alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|S(T) \psi-g^{\delta}\right\|+\left\|\alpha\left(I+\alpha A^{b}\right)^{-1}\right\| A^{b} S(T)\| \| \psi \| \\
& \leq C_{5}\left\|S(T) \psi-g^{\delta}\right\|+C_{4} \alpha\left\|A^{b} S(T)\right\|\|\psi\| . \tag{34}
\end{align*}
$$

From (10), (33), (34) and Lemma 4.4, there exists a positive constant $C_{8}$ such that

$$
\begin{equation*}
\rho(\alpha) \leq \epsilon / 2+C_{8} \alpha\|\psi\| . \tag{35}
\end{equation*}
$$

For $0<\alpha<\left(\epsilon /\left(2 C_{11}\|\psi\|+1\right)\right)$, (35) implies that $\rho(\alpha)<\epsilon$. Therefore

$$
\lim _{\alpha \rightarrow 0} \rho(\alpha)=0
$$

The lemma is proved.

### 4.1. Proof of Theorem 3.1

We have

$$
\begin{aligned}
\left\|F-F_{\alpha}\right\|= & \left\|(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1} g^{\delta}-A(I-S(T))^{-1} g\right\| \\
= & \|(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right) \\
& +(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1} g-A(I-S(T))^{-1} g \| \\
\leq & \left\|(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right)\right\| \\
& +\left\|(I-S(T))^{-1} A\left(I+\alpha A^{b}\right)^{-1} g-A(I-S(T))^{-1} g\right\| \\
\leq & \left\|A\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|(I-S(T))^{-1}\right\|\left\|g^{\delta}-g\right\| \\
& +\left\|\alpha A^{b+1}\left(I+\alpha A^{b}\right)^{-1}(I-S(T))^{-1} g\right\| .
\end{aligned}
$$

From Lemmas 4.1 and 4.2, there exists a positive constant $C_{9}$ such that

$$
\begin{aligned}
\left\|F-F_{\alpha}\right\| & \leq C_{9} \alpha^{-1 / b} \delta+\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1} F\right\| \\
& =C_{9} \alpha^{-1 / b} \delta+\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\left(I+A^{p}\right) F\right\|
\end{aligned}
$$

If $p \geq b$, from Lemma 4.4, there exists a positive constant $C^{*}$ such that

$$
\begin{aligned}
\left\|F-F_{\alpha}\right\| & \leq C_{9} \alpha^{-1 / b} \delta+\alpha\left\|\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|A^{b}\left(I+A^{p}\right)^{-1}\right\|\left\|\left(I+A^{p}\right) F\right\| \\
& \leq C^{*}\left(\alpha^{-1 / b} \delta+\alpha E\right)
\end{aligned}
$$

Choose $\alpha=\left(\frac{\delta}{E}\right)^{b /(b+1)}$, we obtain

$$
\left\|F-F_{\alpha}\right\| \leq 2 C^{*} \delta^{b /(b+1)} E^{1 /(b+1)}
$$

If $1 \leq p<b$, from Lemmas 4.3 and 4.4 , there exists a positive constant $C^{* *}$ such that

$$
\begin{aligned}
\left\|F-F_{\alpha}\right\| & \leq C_{9} \alpha^{-1 / b} \delta+\alpha\left\|A^{b-p}\left(I+\alpha A^{b}\right)^{-1} A^{p}\left(I+A^{p}\right)^{-1}\left(I+A^{p}\right) F\right\| \\
& \leq C_{9} \alpha^{-1 / b} \delta+\alpha\left\|A^{b-p}\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|A^{p}\left(I+A^{p}\right)^{-1}\right\|\left\|\left(I+A^{p}\right) F\right\| \\
& \leq C^{* *}\left(\alpha^{-1 / b} \delta+\alpha^{p / b} E\right)
\end{aligned}
$$

Choose $\alpha=\left(\frac{\delta}{E}\right)^{b /(1+p)}$, we obtain

$$
\left\|F-F_{\alpha}\right\| \leq 2 C^{* *} \delta^{p /(1+p)} E^{1 /(1+p)}
$$

The theorem is proved.

### 4.2. Proof of Theorem 3.2

From Lemma 4.5, we have

$$
\begin{align*}
\tau \delta & =\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \\
& =\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right)+A^{b}\left(I+\alpha A^{b}\right)^{-1} g\right\| \\
& \geq\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g\right\|-\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right)\right\| \\
& \geq\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}(I-S(T)) F\right\|-C_{5}\left\|g^{\delta}-g\right\| \\
& \geq C_{10}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\|-C_{5} \delta, \tag{36}
\end{align*}
$$

where $C_{10}=1-\|S(T)\|$. Therefore, there exists a positive constant $C_{11}$ such that

$$
\begin{equation*}
\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\| \leq C_{11} \delta \tag{37}
\end{equation*}
$$

From (36), there exists a positive constant $C_{12}$ such that

$$
\begin{equation*}
\left\|F-F_{\alpha_{\delta}}\right\| \leq C_{12} \alpha^{-1 / b} \delta+\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1} F\right\| \tag{38}
\end{equation*}
$$

Let $w=\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F$, applying (11) with $\alpha=0, \beta=1, \gamma=p+1$, we obtain

$$
\begin{align*}
\|A w\| & \leq\left\|A^{p+1} w\right\|\|w\|^{p /(p+1)} \\
& \leq\left\|\alpha A^{p+b}\left(I+\alpha A^{b}\right)^{-1} F\right\|^{1 /(p+1)}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\|^{p /(p+1)} \\
& =\left\|\alpha A^{p+b}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\left(I+A^{p}\right) F\right\|^{1 /(p+1)}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\|^{p /(p+1)} \\
& \leq\left(\left\|\alpha A^{p+b}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\right\|\left\|\left(I+A^{p}\right) F\right\|\right)^{1 /(p+1)}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\|^{p /(p+1)} \\
& \leq\left(\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1}\right\|\left\|A^{p}\left(I+A^{p}\right)^{-1}\right\| E\right)^{1 /(p+1)}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\|^{p /(p+1)} \tag{39}
\end{align*}
$$

From (37) and (39) and Lemma 4.5 there exists a positive constant $C_{13}$ such that

$$
\begin{equation*}
\|A w\|=\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1} F\right\| \leq C_{13} E^{1 /(p+1)} \delta^{p /(p+1)} . \tag{40}
\end{equation*}
$$

From (38) and (40), we get

$$
\begin{equation*}
\left\|F-F_{\alpha_{\delta}}\right\| \leq C_{12} \alpha^{-1 / b} \delta+C_{13} E^{1 /(p+1)} \delta^{p /(p+1)} . \tag{41}
\end{equation*}
$$

On the other hand, there exists a positive constant $C_{14}$ such that

$$
\begin{align*}
\tau \delta & =\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1} g^{\delta}\right\| \\
& =\alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right)+A^{b}\left(I+\alpha A^{b}\right)^{-1} g\right\| \\
& \leq \alpha\left\|A^{b}\left(I+\alpha A^{b}\right)^{-1}\left(g^{\delta}-g\right)\right\|+\left\|\alpha A^{b}\left(I+\alpha A^{b}\right)^{-1} g\right\| \\
& \leq C_{5}\left\|g^{\delta}-g\right\|+\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}(I-S(T)) F\right\| \\
& \leq C_{5} \delta+C_{14}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1} F\right\| . \tag{42}
\end{align*}
$$

Case 1. If $p \geq b-1$, from (42), there exists a positive constant $C_{15}$ such that

$$
\tau \delta \leq C_{5} \delta+C_{18}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\left(I+A^{p}\right) F\right\|
$$

$$
\begin{align*}
& \leq C_{5} \delta+C_{18}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\right\| E \\
& \leq C_{5} \delta+C_{15} \alpha E . \tag{43}
\end{align*}
$$

From (41), (43) and $E \geq \delta$, we obtain

$$
\begin{equation*}
\left\|F-F_{\alpha_{\delta}}\right\| \leq C^{\dagger} E^{1 / b} \delta^{(b-1) / b} \tag{44}
\end{equation*}
$$

Case 2. If $1 \leq p<b-1$, then from (42), there exists a positive constant $C_{16}$ such that

$$
\begin{align*}
\tau \delta & \leq C_{5} \delta+C_{18}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\left(I+A^{p}\right) F\right\| \\
& \leq C_{5} \delta+C_{18}\left\|\alpha A^{b-1}\left(I+\alpha A^{b}\right)^{-1}\left(I+A^{p}\right)^{-1}\right\| E \\
& \leq C_{5} \delta+C_{16} \alpha^{(p+1) / b} E . \tag{45}
\end{align*}
$$

From (41) and (45), we obtain

$$
\begin{equation*}
\left\|F-F_{\alpha_{\delta}}\right\| \leq C^{\dagger \dagger} E^{1 /(p+1)} \delta^{p /(p+1)} . \tag{46}
\end{equation*}
$$

The theorem is proved.

## 5. Numerical examples

To demonstrate how the proposed regularization method works, we consider here the onedimensional problem (22) again. In this case, we solve problem (21) using the eigenfunction expansion method. Denote by $\left\{\lambda_{n}, \phi_{n}\right\}_{n \geq 1}$ the set of eigenvalues and eigenfunctions of $A$. Since $\left\{\phi_{n}\right\}_{n \geq 1}$ forms a Schauder basis of $X$, the following representations of $w$ and $F_{\alpha}$ are unique:

$$
w(t)=\sum_{n=1}^{\infty} b_{n}(t) \phi_{n}, \quad F_{\alpha}=\sum_{n=1}^{\infty} f_{\alpha n} \phi_{n} .
$$

The first equation of (21) can be rewritten as

$$
\sum_{n=1}^{\infty}\left[b_{n}^{\prime}(t)+\lambda_{n} b_{n}(t)\right] \phi_{n}=\sum_{n=1}^{\infty}\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n} \phi_{n} .
$$

Again, due to the uniqueness of the representation with respect to the Schauder basis, it follows that $b_{n}^{\prime}(t)+\lambda_{n} b_{n}(t)=\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n}, n=1,2, \ldots$, which results in

$$
b_{n}(t)=c_{n} \mathrm{e}^{-\lambda_{n} t}+\frac{\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n}}{\lambda_{n}}, \quad n=1,2, \ldots,
$$

where $c_{n}, n=1,2, \ldots$, are coefficients to be determined. Thus,

$$
w(t)=\sum_{n=1}^{\infty}\left[c_{n} \mathrm{e}^{-\lambda_{n} t}+\frac{\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n}}{\lambda_{n}}\right] \phi_{n} .
$$

The zero initial condition implies that $c_{n}=-\left(\left(\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n}\right) / \lambda_{n}\right)$. Therefore, at $t=T$, we have

$$
\begin{equation*}
g^{\delta}=\sum_{n=1}^{\infty}\left(-\mathrm{e}^{-\lambda_{n} T}+1\right) \frac{\left(1+\alpha \lambda_{n}^{b}\right) f_{\alpha n}}{\lambda_{n}} \phi_{n} \tag{47}
\end{equation*}
$$

Denote by $\left\{g_{n}^{\delta}\right\}_{n \geq 1}$ the coordinates of $g^{\delta}$ with respect to basis $\left\{\phi_{n}\right\}_{n \geq 1}$. Then from (47) we have

$$
f_{\alpha n}=\frac{\lambda_{n} g_{n}^{\delta}}{\left(1-\mathrm{e}^{-\lambda_{n} T}\right)\left(1+\alpha \lambda_{n}^{b}\right)} .
$$

Finally, $F_{\alpha}$ is approximated by the truncated series:

$$
F_{\alpha} \approx F_{\alpha N}:=\sum_{n=1}^{N} \frac{\lambda_{n} g_{n}^{\delta}}{\left(1-\mathrm{e}^{-\lambda_{n} T}\right)\left(1+\alpha \lambda_{n}^{b}\right)} \phi_{n}
$$

where $N$ is a positive integer to be chosen numerically.
As examples, we show below the reconstruction of $F(x)$ in (22) when $X=L^{\infty}[0, \pi]$ for the following functions.
(1) $F(x)=F_{1}(x):=\sin (x)+\sin (4 x)$. In this case, we have $g(x)=\left(1-\mathrm{e}^{-T}\right) \sin (x)+\left(1-\mathrm{e}^{-4^{2} t}\right)$ $\sin (4 x)$.


Figure 1. Reconstruction of the source function $F(x)=F_{1}(x):=\sin (x)+\sin (4 x), x \in[0, \pi]$, using data at $T=1$. (a) Data at $2 \%$ noise. (b) Reconstruction at $2 \%$ noise. (c) Data at $10 \%$ noise. (d) Reconstruction at $10 \%$ noise.
(2)

$$
F(x)=F_{2}(x):= \begin{cases}x, & \pi / 3 \leq x \leq \pi / 2  \tag{48}\\ \pi / 2-x, & \pi / 2 \leq x \leq 2 \pi / 3 \\ 0 & \text { otherwise }\end{cases}
$$

(3)

$$
F(x)=F_{3}(x):=\frac{1}{0.1 \sqrt{2 \pi}} \mathrm{e}^{-\left((x / \pi-0.5)^{2}\right) / 0.1^{2}}, x \in[0, \pi] .
$$

Functions $F_{2}$ and $F_{3}$ in cases (2) and (3) were also used in [7]. In these cases, the data at the final time $t=T$ was calculated using the eigenfunction expansion method using 200 Fourier terms, while in the inverse problem we used $N=100$ Fourier terms. The data was assumed to be measured at $T=1$. Parameter $p$ was chosen to be $p=2$. To simulate measurement error, we added a pseudorandom noise of normal distribution, with zero mean and the standard deviation equal to a chosen noise


Figure 2. Reconstruction of the piecewise linear source function $F(x)=F_{2}(x)$ given by (48) using data at $T=1$. (a) Data at $2 \%$ noise. (b) Reconstruction at $2 \%$ noise.


Figure 3. Reconstruction of the Gaussian source function $F(x)=F_{3}(x):=(1 /(0.1 \sqrt{2 \pi})) \mathrm{e}^{-\left(\left((x / \pi-0.5)^{2}\right) / 0.1^{2}\right)}, x \in[0, \pi]$, using data at $T=1$. (a) Data at $2 \%$ noise. (b) Reconstruction at $2 \%$ noise.
level, to the "exact" data, i.e.

$$
g^{\delta}=g+\delta \cdot \operatorname{randn},
$$

where randn is the function which generate pseudorandom numbers of normal distribution. The noise level $\delta$ represents the $L^{\infty}$ norm of of $g^{\delta}-g$.

We have observed in our numerical tests that for functions $F_{1}$ and $F_{3}$, the accuracy was improved when $b$ was increased, as depicted by the theoretical results. For $F_{2}$, however, the accuracy near the corners could not be improved by increasing $b$.

We depict in Figures 1-3 the reconstructions of the functions $F_{1}, F_{2}, F_{3}$, respectively. In these tests, the bound $E$ in (23) was numerically chosen as $10^{4}$. We can observe from these figures that the reconstruction were quite accurate at locations where the function $F$ was smooth, even at rather high noise levels. This shows the good performance of the proposed regularization algorithm in the case of smooth source functions.

## 6. Concluding remarks

We proposed a regularization method for an inverse source problem in the Banach space setting and proved the Hölder-type error estimates for the regularized solution using both a priori and a posteriori parameter choice rules. Numerical examples showed good reconstruction results for a simple case. Numerical realization in more general cases is under consideration and will be reported in a future work.

The proposed regularization method should be able to be extended to the case of nonzero initial condition of the form $u(0)=u_{0}$, where $u_{0} \in D(A)$. We are also investigating the case when the source term depends on $t$.
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## Appendix. Eigenvalues of fractional powers of a linear operator

In this appendix, we prove a result concerning eigenvalues of fractional powers of the operator $A$ used in this paper. First, we need the following identity:

Lemma A.1: Let $\gamma$ be a real number in $(0,1)$. Then, the following identity holds:

$$
\begin{equation*}
\int_{0}^{\infty} \frac{s^{\gamma-1}}{1+s} \mathrm{~d} s=\frac{\pi}{\sin (\pi \gamma)} \tag{A1}
\end{equation*}
$$

Proof: We observed that this result has been used in some references. However, we could not find a proof. For the sake of completeness, we prove it here again.

Denoting $t=(1 /(s+1))$, we have $s=(1 / t)-1$. Therefore, $\mathrm{d} s=-\frac{1}{t^{2}} d t$. We have

$$
\int_{0}^{\infty} \frac{s^{\gamma-1}}{1+s} \mathrm{~d} s=\int_{0}^{1} t^{\gamma-1}(1-t)^{-\gamma} \mathrm{d} t=\int_{0}^{1} t^{\gamma-1}(1-t)^{\beta-1} \mathrm{~d} t
$$

where $\beta=1-\gamma$. By Theorems D. 3 and D. 6 in [31] (p. 228-229), we have

$$
\int_{0}^{1} t^{\gamma-1}(1-t)^{\beta-1} \mathrm{~d} t=B(\gamma, \beta)=B(\gamma, 1-\gamma)=\frac{\pi}{\sin (\pi \gamma)}
$$

where $B(\gamma, \beta)$ is the beta function. The lemma is proved.
Lemma A.2: Assume that $A$ is a linear operator in a Banach space $X$ such that $-A$ is the infinitesimal generator of an analytic semigroup. Assume that $A$ has a positive eigenvalue $\lambda$ and $\phi$ is the corresponding eigenfunction, i.e. $A \phi=$ $\lambda \phi$. Then, for an arbitrary positive real number $\gamma, \lambda^{\gamma}$ is an eigenvalue of $A^{\gamma}$, where $A^{\gamma}$ is the power of $A$ defined in Definition 2.3.

Proof: The assertion is obvious if $\gamma$ is a positive integer. Now we consider the case $0<\gamma<1$. Since $-A$ generates an analytic semigroup, it follows from (6.16) of [27] (p. 72) that

$$
\begin{equation*}
A^{\gamma} \phi=\frac{\sin \pi \gamma}{\pi} \int_{0}^{\infty} t^{\gamma-1} A(t I+A)^{-1} \phi \mathrm{~d} t \tag{A2}
\end{equation*}
$$

On the other hand, since $(t I+A) \phi=(t+\lambda) \phi$, we have

$$
\begin{equation*}
A(t I+A)^{-1} \phi=A\left(\frac{1}{t+\lambda} \phi\right)=\frac{\lambda}{t+\lambda} \phi \tag{A3}
\end{equation*}
$$

From (A2) and (A3), we obtain

$$
A^{\gamma} \phi=\frac{\sin \pi \gamma}{\pi} \int_{0}^{\infty} \frac{t^{\gamma-1}}{t+\lambda}(\lambda \phi) \mathrm{d} t
$$

Using the change of variable $s:=t / \lambda$ and (A1), we obtain

$$
A^{\gamma} \phi=\left(\frac{\sin \pi \gamma}{\pi} \int_{0}^{\infty} \frac{s^{\gamma-1}}{1+s} \mathrm{~d} s\right) \lambda^{\gamma} \phi=\lambda^{\gamma} \phi
$$

For $n<\gamma<n+1$, where $n$ is an integer, we have

$$
A^{\gamma} \phi=A^{\gamma-n} A^{n} \phi=\lambda^{n} A^{\gamma-n} \phi=\lambda^{\gamma} \phi
$$

The proof is complete.

