
Transportation Geotechnics 37 (2022) 100878

Available online 8 October 2022
2214-3912/© 2022 Elsevier Ltd. All rights reserved.

Novel hybrid MFO-XGBoost model for predicting the racking ratio of the 
rectangular tunnels subjected to seismic loading 

Van-Quang Nguyen a,b,1, Viet-Linh Tran b,1, Duy-Duan Nguyen b, Shamsher Sadiq c, 
Duhee Park a,* 

a Department of Civil and Environmental Engineering, Hanyang University, Seoul 04763, South Korea 
b Department of Civil Engineering, Vinh University, Vinh 461010, Viet Nam 
c Department of Civil Engineering, Mirpur University of Science and Technology (MUST), Mirpur 10250, AJK, Pakistan   

A R T I C L E  I N F O   

Keywords: 
Dynamic analysis 
Extreme gradient boosting 
Moth-flame optimization 
Racking ratio 
Rectangular tunnel 
Web application 

A B S T R A C T   

This study proposes a novel hybrid MFO-XGBoost model that integrates the moth-flame optimization (MFO) 
algorithm and the extreme gradient boosting (XGBoost) to predict the racking ratio of rectangular tunnels 
subjected to seismic loading. For this purpose, a nonlinear finite difference model of soil-tunnel considering a 
realistic partial-slip condition is developed and validated against centrifuge test results. Then, 2040 dynamic 
simulations subjected to 85 ground motions are analyzed to cover a comprehensive suite of soil-tunnel config-
urations. Based on the generated database, the MFO-XGBoost model is constructed to capture the relationship 
between various effective parameters and the racking ratio of the rectangular tunnel. The obtained results are 
compared with those of four existing models to evaluate the performance of the proposed MFO-XGBoost model. 
The comparison reveals that the proposed MFO-XGBoost model captures well the numerical results of the racking 
ratio and outperforms other models. Among twelve input variables, parameters with primary and secondary 
influences are identified. Finally, a web application is built based on the proposed MFO-XGBoost model to 
calculate the racking ratio of rectangular tunnels, which is computationally more effective compared with 
alternative procedures.   

Introduction 

Tunnels play an essential role in the urban transport infrastructure. 
The tunnels performed better than above-ground structures during past 
severe seismic events [1–3]. However, damage to tunnels observed in 
recent earthquakes [4–6] demonstrates that their seismic performances 
should be carefully evaluated. The seismic response of rectangular 
tunnels has been extensively studied using experiments [7–11], nu-
merical simulations [12–16], and analytical methods [17–19]. None-
theless, the results of these works have not been widely applied in the 
design practice. Conventional design methods [2,20–23] are still used 
due to their simple implementation. Wang [20] proposed a simplified 
static frame analysis method for evaluating the seismic response of 
rectangular tunnels using the racking ratio (R), which is defined as the 
ratio of racking deformation of the structure to the free-field racking 
deformation. Representative empirical correlation between R and the 
flexibility ratio (F) was presented based on a series of dynamic analyses, 

where F characterizes the relative stiffness of soil and structure. The no- 
slip interface was assumed, and a linear soil model was applied. Because 
of the small number of cases that were performed, the influences of the 
structure types, soil profiles, buried depths, and input ground motions 
were not quantified. Penzien [21] proposed analytical F-R equations 
considering the effects of soil-structure interface conditions and the 
Poisson’s ratios. Anderson [22] and Zhang and Liu [23] recommended a 
F-R relation by fitting the F-R results from numerical analyses. However, 
recent studies demonstrate that the deformation of rectangular tunnels 
during seismic shaking is not only a pure racking but also a coupled 
racking-rocking mode [24–28]. Tsinidis and Pitilakis [29] developed a 
new set of F-R relations for different soil-tunnel configurations ac-
counting for the effects of the rocking response using a constant linear 
shear wave velocity profile. However, the slip contact interface was not 
simulated, only presenting outputs for the unrealistic no-slip condition. 
A wide range of ground motion characteristics was not considered. 
Furthermore, the constant shear wave velocity profile fails to capture 
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the variation of the soil stiffness along with the tunnel height, which 
may influence the seismic response of tunnels. 

Recently, machine learning (ML) methods have been successfully 
applied to complex problems in geotechnical engineering [30–33], 

including landsides [34–36], excavations [37–41], slopes [42–45], dams 
[46–49], characterization of soil/rock properties [50–59], and pile 
foundations [60–63]. Several studies used ML algorithms for predicting 
the response of soil-tunnel interaction. Goh, Zhang [64] utilized 

Fig. 1. Typical free-field ground distortion imposed on a underground box tunnels: (a) soil deformation profile, (b-d) structure racking deformation for the case of F 
= 1,  > 1F, F < 1, respectively (modified after Hashash, Hook [2], Wang [20], Tsinidis and Pitilakis [29]). 

Fig. 2. Simplified frame analysis model: (a) pseudo-concentrated force for deep tunnels, (b) pseudo-triangular pressure distribution for shallow tunnels (modified 
after Wang [20]). 

Fig. 3. Typical flowchart of XGBoost algorithm.  
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multivariate adaptive regression splines (MARS) to predict the surface 
settlement due to tunneling. Zhou, Shi [65] used random forest; whereas 
Zhang, Li [66] combined artificial neural network (ANN), support vector 
machine (SVM), extreme gradient boosting (XGBoost), and MARS 
approach. Zheng, Yang [67] applied the MARS model to estimate the 
earthquake-induced uplift displacement of the circular tunnel. Wang, 
Wang [68] employed the single shot detector algorithm to detect the 
crack of tunnel lining. Zhang, Li [69] evaluated the lining bending 
moment for twin tunnels based on MARS and the decision tree method. 
Wang, Li [70] developed a dynamic regression model by using the 
bidirectional long short-term memory (Bi-LSTM) with light gradient 
boosting machine (LGBM) to predict the advance speed and torque 
during the shield tunneling process. Although various studies on soil- 
tunnel interaction used ML, a model for estimation of R of rectangular 
tunnels induced by earthquake loading has not yet been developed. 
Moreover, several studies have also shown that hyperparameters 
significantly affect ML model performance [71–74]. ML models with 
default parameters have the major disadvantage of overfitting or 
underfitting because they introduce bias and variance [72,75]. It 
eventually leads to poor generalizability and inaccuracy when 

Table 1 
Properties of tunnel structure models [86].  

Parameters Designed target properties Centrifuge model properties (prototype scale) 

Height (m) 8 8 
Width (m) 14 14 
Wall, slab thickness (m) 0.8 0.57 
Material Reinforced concrete 6061 Aluminum 
Density (kg/m3) 2400 2700 
Young’s modulus 2.50 × 107 6.89 × 107 

Poission’s ratio 0.2 0.33  

Fig. 4. The numerical simulation model.  

Table 2 
Parameters used for Darendeli [93] formulation.  

Parameter Assumed value 

Lateral at-rest earth pressure coefficient (Ko) 0.46 
Plastic index (PI) 0 
Over consolidation ratio (OCR) 1 
Excitation frequency 1 
Number of cycle loading 10  

Table 3 
Interface element properties.  

Parameters Value 

Normal stiffness, Kn (Pa/m) 1010 

Shear stiffness, Ks (Pa/m) 1010 

Friction angle (degree) 33  

Fig. 5. Input motion at the base of centrifuge container and used in the numerical model: (a) acceleration time history and (b) response spectra [86].  
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predicting new data samples. 
This paper proposes a novel hybrid MFO-XGBoost model that in-

tegrates the moth-flame optimization (MFO) algorithm and the extreme 
gradient boosting (XGBoost) for predicting the racking ratio of rectan-
gular tunnels. The XGBoost model is used to train the model, whereas 
the MFO algorithm is used to optimize the hyper-parameters of the 
XGBoost model. To do so, a database from 2040 numerical simulations is 
generated to develop the MFO-XGBoost model. The effect of different 
soil-tunnel configurations and ground motion characteristics are 
considered. The proposed racking ratio also accounts for the nonlinear 
behavior of the surrounding soil and the frictional contact interface 
between the soil and tunnel. The numerical model is validated against 
centrifuge test measurements before performing a parametric study. The 
results of the proposed MFO-XGBoost model are compared with the 
models presented in published studies. Finally, a web application (WA) 
is built based on the MFO-XGBoost model for practical application. 

Simplified frame analysis method and exiting F-R relationships 

The response of the rectangular tunnels subjected to earthquake 
excitations can be calculated using a dynamic or pseudo-static analysis. 
Although the dynamic analysis method is recognized to most closely 
represent the seismic response of tunnels [15,76,77], it is not widely 
used in practice because of its significant computational cost. Instead, 
the pseudo-static method is most often performed to design of rectan-
gular tunnels, using either continuum or frame models. However, per-
forming a continuum analysis using either finite element or finite 
difference methods also requires pronounced computational efforts. 
Instead, the simplified frame analysis method, which is reported to 
produce reasonable estimates of the tunnel response ([29] and also 
easiest to perform the analysis, is frequently utilized in tunneling design 
practice, especially during the initial design stages. The method ac-
counts for the soil-structure interaction effect using the parameter F, 
which represents the relative stiffness between the tunnel and sur-
rounding ground. The step-by-step design procedure is described as 
follows: 

(1) Estimate the maximum free-field shear strain (γff) or free-filed 
ground distortion (Δff) corresponding to the top and bottom eleva-
tions of the tunnel (Fig. 1a). 

(2) Calculate the relative stiffness (i.e. the flexibility ratio, F) be-
tween the surrounding ground and the tunnel: 

F =

(
Gm

Ks

)(
B
H

)

(1)  

where Gm is the strain-compatible shear modulus of the surrounding 
ground; B and H are the width and height of the tunnel, respectively; Ks 

is the racking stiffness of the tunnel. Ks can be obtained by applying a 
unit concentrated lateral force at the roof of the tunnel while restraining 
the translation at the base in the frame analysis. Ks is defined as the ratio 
of the applied force to the resulting lateral displacement. 

(3) Determine the racking ratio (R) based on the flexibility ratio (F) 
from step (2) and F-R relation. R is defined as the normalized structure 

Fig. 6. Instrumentation layout of the centrifuge test (dimension in model scale) [86].  

Table 4 
Characteristics of input motion [86].  

Event Station Year PGA (g) Tp (s) Ia (m/s) D5− 95(s) 

Loma Prieta Santa Cruz 1989  0.1  0.1  11.3  0.6  

Fig. 7. Soil profiles used in the centrifuge test and parametric studies.  
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racking deformation (Δs) with respect to the free-field ground defor-
mation (Fig. 1b): 

R =
Δs

Δff
(2) 

(4) Compute the racking deformation of the structure: 

Δs = R × Δff (3) 

(5) The seismic demands are obtained by imposing Δs from step (4) 
to the structure using the simplified frame analysis, as shown in Fig. 2. 

Several studies have proposed the F-R relationships. Wang [20] 
performed 25 linear soil-structure analyses for a range of tunnel types, 
soil profiles, soil cover depths, input motions, and Poisson’s ratio. The 
no-slip interface condition was used. Penzien [21] established analytical 
F-R correlations considering the effect of soil-structure interface condi-
tion and ground Poisson’s ratio (νs) as follows: 

No-slip interface condition: 

R = [4(1 − νs)F/(3 − 4νs + F) (4) 

Full-slip interface condition: 

R = [4(1 − νs)F/(2.5 − 3νs + F) (5) 

Anderson [22], and Zhang and Liu [23] proposed following design 
curves for R by fitting numerical analysis results: 

Anderson [22],R =
2F

1 + F
(6)  

Zhang and Liu [23],R =
1.75F
1 + F

(7) 

Tsinidis and Pitilakis [29] developed a new set of F-R relationships 
accounting for a wide range of soil-tunnel configurations. “Actual” 
structure racking deformation (Δsm) that accounts for the rocking rota-
tion (Fig. 1c-d) is presented as follows: 

Fig. 8. The free-field response comparison between numerical results and centrifuge test data at various depths (A22-A27).  
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R =
Δsm

Δff
(8)  

Overview of XGBoost and MFO 

XGBoost 

XGBoost is an ensemble ML method proposed by Chen and Guestrin 
[78] and widely used in many studies [79–83]. This algorithm performs 
well on diverse datasets and gives the most accurate results. For the 
initial productivity prediction, each tree’s results are accumulated based 
on the following equation: 

ŷi = φ(xi) =
∑K

k=1
fk(xi), fk ∈ F (9)  

where ŷi is the XGBoost’s prediction, fk is the regression tree’s output, F 
is the regression tree’s space. 

The XGBoost uses the objective function of the loss function (l) and 
the regular term (Ω) to minimize the gap between the actual and pre-
dicted values (equation (10)). Herein, a regularization parameter is used 
to prevent model complexity and thus, reduce overfitting. 

Obj = L(φ) =
∑

i
l(ŷi, yi)+

∑

k
Ω(fk) (10)  

Ω(fk) = γT +
1
2

λ||ω||
2 (11)  

where γ is the leaf’s complexity, λ is the penalty parameter, and ||ω|| is 
the vector score on the leaves. 

The loss function is approximated by Taylor expansion, as follows. 

L(t) =
∑n

i=1

[

gifi(xi)+
1
2
hif 2

t (xi)

]

+ γT +
1
2

λ
∑T

j=1
ω2

j  

=
∑T

j=1

[(
∑

i∈Ij

gi

)

ωj +
1
2

(
∑

i∈Ij

hi + λ

)

ω2
j

]

+ γT (12)  

where gi and hi are the first derivative and second derivative of the loss 
function, Ii is the total set of leaf nodes; t is the tth iteration. 

The following greedy algorithm is used to compare the variation of 
the objective function for each feature at each node before and after 
splitting: 

Lsplit =
1
2

[ (∑
i∈IL

gi
)2

∑
i∈IL

hi + λ
+

( ∑
i∈IR

gi
)2

∑
i∈IR

hi + λ
−

( ∑
i∈Igi

)2

∑
i∈Ihi + λ

]

− λ (13)  

where IL and IR are the instance sets of left and right leaf nodes after the 
split; I is the total set, I = IL

⋃
IR. Fig. 3 shows the flowchart of the 

XGBoost algorithm. 

MFO 

MFO is a new population-based algorithm proposed by Mirjalili [84]. 
MFO was inspired by the natural navigation technique of moths when 
they move at night. The MFO mathematical formulation is briefly 
introduced below. 

First, the set of moths is expressed in a matrix as follows: 

M =

⎡

⎢
⎢
⎣

m1,1 m1,2 ⋯ m1,d
: : ⋯ :

: : ⋯ :

mn,1 mn,2 .. mn,d

⎤

⎥
⎥
⎦ (14)  

Fig. 9. The tunnel response comparison between numerical results and centrifuge test data at various depths (A05-A07).  
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where d indicates the number of variables, n is the number of moths. 
Second, the set of flames is expressed in a matrix as follows: 

F =

⎡

⎢
⎢
⎣

F1,1 F1,2 ⋯ F1,d
: : ⋯ :

: : ⋯ :

Fn,1 Fn,2 .. Fn,d

⎤

⎥
⎥
⎦ (15) 

As the dimension of M and F is the same, there is an array that stores 
the corresponding fitness values as follows: 

OM =

⎡

⎢
⎢
⎣

OM1
:

:

OMn

⎤

⎥
⎥
⎦ and OF =

⎡

⎢
⎢
⎣

OF1
:

:

OFn

⎤

⎥
⎥
⎦ (16) 

In the MFO algorithm, moth and flame both are solutions. Flames are 
the best position for moths, and moths are the actual search agents that 
move around the search space. Each moth seeks around a flame and 
updates its position to find a better result using the equation below [84]: 

Fig. 10. The bending moment comparison between numerical results and centrifuge test data at the maximum bending moment step of each wall.  

Fig. 11. Moment magnitude distribution of selected ground motions with (a) PGA and (b) rupture distance.  
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Mi = S
(
Mi,Fj

)
(17)  

where Mi is the ith moth, Fj is the jth flame, S is the spiral function. The 
main update mechanism of the moth is expressed as: 

S
(
Mi,Fj

)
= Di.ebt.cos(2πt) +Fj (18)  

where b is a constant, t is a random number ∈ [− 1,1], Di is the distance 

of the ith moth for the jth flame. Di is calculated as below: 

Di =
⃒
⃒Fj − Mi

⃒
⃒ (19) 

It is important to note that iterations will gradually decrease the 
number of flames leading to balances in the exploitation and exploration 
of the search area. The number of flames is calculated as: 

flameno = round
(

N − l*(N − 1)
T

)

(20)  

where N and l are the maximum numbers of flames and the current 
number of iterations, respectively, and T is the maximum iterations. 

Numerical model and validation 

In this section, an accurate numerical model is developed and vali-
dated against experimental results. This study performed numerical 
simulations to exhibit the tunnel and soil response using a two- 
dimensional finite-difference analysis program, FLAC2D version 7.0 
[85]. The numerical model is then validated against the measurements 
from the experiment carried out by Gillis [86]. 

Underground tunnel model 

The overburden of the rectangular tunnel is 4 m. The cross-section 
dimensions of the tunnel are 14 m and 8 m in width and height, 
respectively. The thickness of the side wall, top, and bottom slabs is 0.8 
m. The tunnel structure was modeled using beam elements with a length 
of 0.5 m. The input parameters used for the structural elements are listed 
in Table 1. 

Soil domain model 

The dimension of the computational model was set to 107 × 26 m 
(width × height) to simulate the experiment, as presented in Fig. 4. The 
soil medium was modeled using plane-strain quadrilateral elements. The 
shear wave velocity profile and properties of soil are discussed in section 
4.6. The element size, Δl = 0.5 m, was selected based on the following 
recommendation of Kuhlemeyer and Lysmer [87]: 

Δl ≤
λ

10
λ
8

(21)  

where λ is the wavelength of propagated wave corresponding to 
maximum frequency of interest. The Sig3 model was employed to 
simulate the nonlinear behavior of soil. The model, which is available in 
the FLAC2D program and has been widely used in previous studies 
[88–92], is defined as follows [85]: 

Ms =
η

1 + exp( − (L − xo)/θ
(22)  

where Ms is the shear modulus reduction factor, L is log(γ), γ is the shear 
strain, and xo, η, and θ are the parameters of curve-fitting. The param-
eters of the Sig3 model were chosen to match the curves of [93], adjusted 
to fit the shear strength at the middle of each soil layer. The parameters 
for the Darendeli formulation used to generate the shear modulus 
reduction and damping curves are listed in Table 2. 

The Rayleigh damping was used to model small strain damping, is 
expressed as follows [94]: 

[C] = α[M] + β[K] (23)  

where [C] is the damping matrix, [M] is the mass matrix, [K] is the stiff-
ness matrix, α and β are the Rayleigh coefficients, which are determined 
through: 

Fig. 12. Acceleration response spectra of the selected ground motions.  

Table 5 
Ground motion intensity measures selected for model development.  

No. Intensity measure (unit) Notation Reference 

1 Peak ground acceleration (g) PGA Kramer [101] 
2 Peak ground velocity (m/s) PGV Kramer [101] 
3 Peak ground displacement (m) PGD Kramer [101] 
4 Ratio of PGV/PGA (s) PGV/ 

PGA 
Kramer [101] 

5 Root-mean-square of acceleration 
(g) 

Arms Housner and Jennings 
[102] 

6 Root-mean-square of velocity (m/ 
s) 

Vrms Housner and Jennings 
[102] 

7 Root-mean-square of 
displacement (m) 

Drms Housner and Jennings 
[102] 

8 Arias intensity (m/s) Ia Arias [103] 
9 Characteristic intensity (m1.5/s2.5) Ic Park, Ang [104] 
10 Specific energy density (m2/s) SED – 
11 Cumulative absolute velocity (m/ 

s) 
CAV Kramer [101] 

12 Acceleration spectrum intensity 
(g*s) 

ASI Housner [105] 

13 Velocity spectrum intensity (m) VSI Housner [105] 
14 Housner spectrum intensity (m) HI Housner [105] 
15 Sustained maximum acceleration 

(g) 
SMA Nuttli [106] 

16 Sustained maximum velocity (m/ 
s) 

SMV Nuttli [106] 

17 Effective peak acceleration (g) EPA Benjamin [107] 
18 Spectral acceleration at T1 (g) Sa(T1) Shome, Cornell [108] 
19 Spectral velocity at T1 (m/s) Sv(T1) – 
20 Spectral displacement at T1 (m) Sd(T1) – 
21 A95 parameter (g) A95 Sarma and Yang [109] 
22 Predominant period (s) Tp Kramer [101] 
23 Mean period (s) Tm Rathje, Abrahamson 

[110]  

Table 6 
Analysis case matrix for data generation purposes.  

Aspect ratio, B/
H 

Buried depth, h 
(m) 

Soil 
profiles 

A total of ground motion 
records 

1, 1.5, 2, 3 3, 6, 12 Vs1, Vs2 85  
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α =
4πξfmfn

fm+fn  

β =
ξ

π(fm+fn)
(24)  

where ξ is the damping ratio, fm and fn are the natural frequency at mth 

and nth modes, respectively. The Rayleigh coefficients α and β should be 
chosen such that the effect of the frequency-dependent damping is 
minimal [95]. In this study, 1st and 5th mode site frequencies were used 
for fm and fn based on the recommendation of Kwok, Stewart [95]. 

Soil-tunnel interface 

The soil-structure interaction was simulated using the interface ele-
ments. The interface option UNBONED in the FLAC2D program was used 
in this study. This contact interface can model a realistic partial-slip 
condition [96], considering the gapping and the slipping phenomena 
between soil and tunnel under loading. Parameters for the interface 
element include normal and shear springs stiffness (Kn and Ks). As rec-
ommended in the FLAC2D manual [85], Kn and Ks are calculated as 
follows: 

Kn = Ks = 10max

⎡

⎢
⎢
⎣

Kint + 4
3 Gint

max

ΔZmin

⎤

⎥
⎥
⎦ (25)  

where Kint and Gint
max are the bulk and shear modulus of the stiffest 

neighboring zone, respectively, and ΔZmin is the smallest width of an 
adjoining zone in the normal direction. The max[-] notation implies that 
the maximum value over all zones adjacent to the interface. Considering 
the tunnel material properties as the stiffest neighbor zone in equation 
(25), Kn and Ks values are greater than 1011 Pa/m. A large value of Kn 

and Ks should not be used due to increased analysis time [85]. Therefore, 
the obtained values of Kn and Ks were reduced to 1010 Pa/m in this study 

[97]. This reduction did not significantly affect the results, whereas 
analysis time was dramatically shortened. Properties of the interface 
elements are shown in Table 3. 

Boundary condition 

The free-field boundary was applied for lateral boundaries to absorb 
reflected waves. The bottom boundary was fixed to simulate the rigid 

Fig. 13. Tunnel types used in the dynamic simulations.  

Table 7 
Statistical characteristics of input parameters.  

Parameters Min Max Mean SD COV 

B/H 1 3 1.875  0.740  0.394 
h(m) 3 12 7  3.472  0.535 
F 0.057 7.439 1.883  1.637  0.870 
PGA (g) 0.093 1.585 0.547  0.277  0.606 
PGV (m/s) 0.050 1.480 0.513  0.339  0.662 
PGD (m) 0.011 1.765 0.213  0.245  1.150 
PGV/PGA (s) 0.031 0.384 0.123  0.068  0.549 
Arms (g) 0.014 0.157 0.061  0.033  0.550 
Vrms (m/s) 0.008 0.329 0.089  0.064  0.717 
Drms (m) 0.002 0.618 0.056  0.079  1.408 
Ia (m/s) 0.117 11.822 2.498  2.544  1.018 
Ic (m1.5/s2.5) 0.010 0.342 0.096  0.073  0.767 
SED (m2/s) 0.003 5.875 0.468  0.805  1.718 
CAV (m/s) 2.662 35.988 11.065  6.653  0.601 
ASI (g*s) 0.083 1.074 0.366  0.202  0.550 
VSI (m) 0.190 5.801 1.787  1.160  0.649 
HI (m) 0.161 5.845 1.660  1.130  0.681 
SMA (g) 0.063 0.734 0.310  0.164  0.527 
SMV (m/s) 0.037 0.859 0.313  0.190  0.607 
EPA (g) 0.085 1.644 0.445  0.268  0.602 
Sa (T1) (g) 0.157 3.274 0.945  0.573  0.606 
Sv (T1) (m/s) 7.235 169.620 45.692  29.999  0.657 
Sd (T1) (m) 0.278 10.257 2.747  2.062  0.751 
A95 (g) 0.090 1.573 0.451  0.275  0.609 
Tp (s) 0.040 1.240 0.378  0.204  0.538 
Tm (s) 0.148 1.583 0.618  0.260  0.421 
R(output) 0.043 3.252 1.012  0.594  0.587  
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Fig. 14. Histograms of input parameters.  
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Fig. 14. (continued). 
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Fig. 14. (continued). 
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boundary used in the experiment. The acceleration time history of the 
input motion was defined at the base of the numerical model. 

Input ground motion 

The acceleration time history and response spectra of input motion 
are shown in Fig. 5. The properties of input motion such as peak ground 
acceleration (PGA), predominant period (Tp), arias intensity (Ia), sig-
nificant duration (D5− 95) are summarized in Table 4. 

Validation of the numerical model 

The centrifuge test conducted by Gillis [86] was used to validate the 
numerical model. The model of the centrifuge test is presented in Fig. 6 
with a 1/65 scale. Accelerometers and strain gauges were installed to 
measure the acceleration and bending moment time history of the tunnel 
structure. Uniform medium-dense dry Nevada sand (mean grain sizeD50 
= 0.14, uniformity coefficient Cu = 2.07, minimum void ratio emin =

0.53, maximum void ratio emax = 0.9, specific gravity Gs = 2.66) was 
adopted in the centrifuge test. The sand was dry pluviated into the 
centrifuge container to reach a relative density of 55 %. The unit weight 
of sand was 15.3 kN/m3. Due to small-strain shear wave velocities were 
measured at two depth levels (8 m and 21.3 m), the following power law 
[98] was used to develop shear wave velocity profile: 

Gmax = Go

(
σo

Pa

)0.5

(26)  

where Gmax is the maximum shear modulus, Go is the fitting parameter, 
σo is the mean effective stress, and Pa is the atmospheric pressure. The 
shear wave soil profile of the centrifuge test and numerical model are 
shown in Fig. 7 as Vs1. For the data generation purpose, which is pre-
sented in section 5, an additional homogeneous soil profile with a unit 
weight of 15.3 kN/m3 was adopted, denoted as Vs2 in Fig. 7. This profile 
is stiffer than the centrifuge profile (Vs1). For Vs1 and Vs2 profiles, 
effective friction angles applied were 30◦ and 35◦, respectively. The 
cohesion was set to zero, considering the sand deposit used in this study. 
The Poisson’s ratio of 0.3 was used for both soil profiles. 

The centrifuge model of the tunnel structure was made from 
aluminum to represent a reinforced concrete tunnel. Tunnel properties 
of the design and centrifuge test model are presented in Table 1. The 
input motion shown in Fig. 5 was used in the centrifuge test. Further 
details on the experiment are described in the study of Gillis [86]. 
Digitized data is available in Gillis, Dashti [99] (https://doi. 
org/10.4231/D3JQ0SW10). 

Comparisons between numerical results and centrifuge test records 
are presented in Figs. 8–10. The results from the numerical analysis were 

extracted at depths corresponding to those recorded in the centrifuge 
test. Fig. 8 compares free-field response spectra at selected depths (A22- 
A27). The calculated responses provide exceptional fits with the re-
cordings at all depths. Fig. 9 presents the calculated and measured 
spectra acceleration comparison at the top (A07), middle (A06), and 
bottom (A05) of the tunnel. As can be seen from the figure, calculated 
and measured tunnel responses also produce favorable agreements with 
the recordings. The comparison of the calculated and measured bending 
moments of the tunnel are shown in Fig. 10. The results of numerical 
analysis closely match the centrifuge recording except at the slab and 
wall connections. One possible reason is that the connections were 
simulated as rigid in the numerical model, whereas they are not 
perfectly rigid in the centrifuge model [100]. The data shown in Fig. 8 
and Fig. 10 demonstrate that the numerical model captures the dynamic 
response of the centrifuge test properly, and it is reliable for performing 
parametric investigations. 

Data generation 

Although the measured data from the experiment can be considered 
to be the most accurate, it is difficult to cover a wide range of soil-tunnel 
layouts and motions with the centrifuge model tests. Therefore, a series 
of dynamic analyses were performed using the validated numerical 
model with different soil-tunnel configurations to develop a database for 
building the MFO-XGBoost model. The dimensions of the rectangular 
tunnel cross-sections were varied such that the aspect ratio (B/H) ranges 
from 1 to 3. A center column with a spacing of 3.0 m was used for tunnels 
with aspect ratios greater than 2 to match the typical tunnel design. The 
cross-section of center column are 0.4 m × 1.0 m and 0.5 m × 1.0 m for 
B/H = 2.0 and B/H = 3.0, respectively. The thickness of slabs and side 
walls is 1.0 m for B/H = 1.0 and B/H = 2.0, and 1.2 m for B/H = 1.5 
and B/H = 3.0. The tunnel structures modeled are shown in Fig. 11. 
Three buried depths (i.e. 3, 6, and 12 m) were used to represent both the 
shallow and deep box tunnels. Two shear wave velocity profiles were 
used, as displayed in Fig. 7. A total of 85 earthquake ground motions 
were selected from the NGA-west2 database (https://ngawest2.ber 
keley.edu). The peak ground acceleration (PGA) varies from 0.093 to 
1.585g. The moment magnitude (Mw) and rupture distance (Rrup) range 
from 5.2 to 7.8 and 0.1 to 89.76 km, respectively, as displayed in Fig. 11. 
The response spectra of selected ground motions are shown in Fig. 12. 
The ground motions cover a wide range of 23 intensity measures (IMs) to 
consider the effect of the earthquake on the tunnel response. The details 
of 23 IMs are summarized in Table 5. Notably, T1 in this table is the 
fundamental period of the tunnel structure. Due to the tunnel structures 
are enclosed within the soil domain, the fundamental period of the 
structure is approximate to the natural period of the soil profile. The 
analysis case matrix is presented in Table 6. It should be noted that the 
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numerical model is only validated to one tunnel-soil profile layout. 
Because the fundamental seismic tunnel-soil-interface interaction 
mechanism is expected not to vary with tunnel dimension and soil 
profile, other tunnel-soil configurations were not validated against 
model test measurements (see Fig. 13). 

A total of 2040 data points was obtained from numerical analyses. It 
should be noted that the equivalent shear modulus (Gm) at the mid- 
height of the tunnel used in equation (1) was calculated as follows: 

Gm = γeffGmax= 0.65γffGmax (27)  

where γeff is the effective free-field shear strain at mid-height of the 
tunnel. The maximum free-field soil shear strain (γff) was determined for 
each motion by dividing the free-field maximum racking displacement 
by the structure height (γff = Δff/H). Δsm in equation (7) is calculated as 
follows [29,111]: 

Δsm =
d2

1 − d2
2

4B
(28)  

where d1 and d2 are the lengths of two diagonal edges of the deformed 
tunnel section at the maximum distortion time step during ground 

(a) )b(oitar1.0-9.0 0.8-0.2 ratio 

0.7-0.3 ratio 

Fig. 15. Feature selection.  
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Fig. 16. Flowchart for developing MFO-XGBoost models to predict the racking ratio.  

V.-Q. Nguyen et al.                                                                                                                                                                                                                             



Transportation Geotechnics 37 (2022) 100878

16

shaking, as presented in Fig. 1c-d. 
The statistical characteristics of input parameters are listed in 

Table 7. The selection of input parameters to develop the ML model is 
discussed in section 7. Notably, SD and COV are the standard deviation 
and the coefficient of variation, respectively. Fig. 14 depicts input 
parameter histograms based on 2040 data points. 

Performance measures 

Coefficient of determination (R2), root mean square error (RMSE), 
and mean absolute error (MAE) are used to evaluate the performance of 
the predictive models. The formulation of these parameters are 
expressed as: 

Table 8 
Crucial parameters and their ranges of the XGBoost model.  

Model Parameter and range 

XGBoost gama learning_rate max_delta_step max_depth min_child_weight  

(0.0–1.0) (0.01–1.0) (1–10) (1–10) (0.0–1.0)  
n_estimators reg_alpha reg_lambda subsample   
(5–100) (0.0–1.0) (0.0–1.0) (0.0–1.0)   

Fig. 17. Convergence curve of MFO-XGBoost models with different population sizes.  
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R2 = 1 −
∑n

i=1(ti − oi)
2

∑n
i=1(ti − t )2 (29)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(ti − oi)

2

√

(30)  

MAE =
1
n

∑n

i=1
|ti − oi| (31)  

where ti is the target value of ith sample, oi is the output value of ith 

sample, t is the average of actual values, and n is the number of samples. 
The value of R2 is used to assess the degree of correlation between 

the observed and predicted data. Meanwhile, the value of RMSE repre-
sents the error size. Finally, MAE measures the error of the predictive 
method. Generally, a higher value of R2 and lower values of RMSE and 
MAE indicate a good performance of the model. An expected value of R2 

= 1.0 represents a perfect case. 

Training MFO-XGBoost model 

Feature selection is a technique of data preprocessing. Its idea is to 
choose a number of input parameters that significantly affect the results 
using predefined evaluation criteria. This reduces the computation time, 
thus increasing model efficiency. 

Fig. 15 shows the results of the feature selection analysis of R by the 
XGBoost algorithm. This figure ranks the importance of features by 
calculating their weight scores during the model training. Three train-
ing–testing ratios (i.e. 0.9–0.1, 0.8–0.2, 0.7–0.3 ratios) are considered. A 
higher value of the weight score indicates a more important feature. As 
can be seen from the figure, F has the most significant influence on R, 
followed by PGA, B/H ratio, h, Sa (T1), and PGV. Meanwhile, EPA, Ic, and 
A95 are revealed to be the least important. 

A series of trials were performed to evaluate which set of input pa-
rameters provide both accurate and efficient predictions. It is demon-
strated that use of twelve most influential input parameters provide 
almost identical results compared with those incorporating all twenty 
six parameters. These input parameters are F, PGA, B/H ratio, h, Sa (T1), 
PGV, Sv (T1), Tp, Sd (T1), PGV/PGA, Ia, CAV. The selected input pa-
rameters are in agreement with the findings of Wang [20], Penzien [21], 
Tsinidis and Pitilakis [29], Zhang, Zhao [112], Nguyen, Thusa [113], Du 
and Wang [114], and Zhang, Shokrabadi [115]. 

This section establishes MFO-XGBoost models to find the relation-
ship between the input variables (i.e. F, PGA, B/H ratio, h, Sa (T1), PGV, 
Sv (T1), Tp, Sd (T1), PGV/PGA, Ia, CAV) and an output variable (i.e. 
racking ratio, R). The flowchart for developing the MFO-XGBoost 
models to predict the racking ratio is shown in Fig. 16. Firstly, the 
database was generated and divided into training and test sets. Sec-
ondly, the MFO algorithm and cross-validation technique are imple-
mented to optimize the hyper-parameters of the XGBoost model using 
the training set. Then, the MFO-XGBoost model’s performance is eval-
uated using the test set. Finally, the web application (WA) is developed 
based on the MFO-XGBoost model for new prediction. The following 
section introduces detailed descriptions of the procedure. 

To speed up the learning process and improve the accuracy, the input 
and output variables are standardized in the range (− 1,1), which are 
presented as follows: 

XN = 2 ×
(X − Xmin)

(Xmax − Xmin)
− 1 (32)  

where X is the original sample, XN is the normalized sample, Xmin and 
Xmax are the minimum and maximum values of each variable, respec-
tively. 

To consider the effect of training and test partitions, three training 
and test ratios (i.e. 0.9–0.1, 0.8–0.2, 0.7–0.3 ratios), idential to those 
used in the feature selection process, are applied. The training set is used 
to find the optimal parameters using the XGBoost model integrated with 
the MFO algorithm, while the performance of the models is then eval-
uated using the test set. Moreover, cross-validation (CV) is used to 
ensure that the ML model performs favorably on unseen data (test data) 
and avoid overfitting. This method randomly divides the training data 

Fig. 18. Regression of the proposed MFO-XGBoost model.  

Table 9 
Performance of the MFO-XGBoost model with different training-test data ratios.  

Ratio Pop size Training data Test data   

R2 RMSE MAE R2 RMSE MAE 

0.9–0.1 100  0.998  0.023  0.017  0.992  0.051  0.034 
0.8–0.2 200  0.998  0.029  0.021  0.990  0.059  0.039 
0.7–0.3 50  0.998  0.023  0.017  0.989  0.062  0.041  

Table 10 
Optimal parameters of the MFO-XGBoost model.  

Model Optimal parameters 

MFO-XGBoost gama learning_rate max_delta_step max_depth min_child_weight  

0.00168 0.36299 5.672232 6  0.09939  
n_estimators reg_alpha reg_lambda subsample   
100 0.22554 0.79266 0.95628   

Table 11 
Prediction accuracy of the different models.  

No Predicted model R2 RMSE MAE(%)

1 Penzien [21] no-slip  0.897  0.273  0.23 
2 Penzien [21] full-slip  0.891  0.329  0.290 
3 Anderson [22]  0.854  0.291  0.235 
4 Zhang and Liu [23]  0.854  0.308  0.210 
5 MFO-XGBoost  0.998  0.028  0.019  
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into k subsamples, called folds, of roughly equal size. Therefore, the first 
model is estimated using k − 1 folds as a training dataset, and the 
remaining fold of training data is used to calculate the prediction ac-
curacy metric. The accuracy is then expressed as an average accuracy 
acquired by the k models in k validation rounds. Therefore, the average 
RMSE of 10 folds is used as the objective function for the optimization 
process in this study. 

The main hyperparameters that need to be tuned for the XGBoost 
model are:  

• gama: is minimum loss reduction, which is required to make a 
further partition on a leaf node of the tree 

Fig. 19. Comparison of prediction accuracy parameters of models.  

Table 12 
Statistical analysis for the ratio of predicted to numerical results.  

No. Predicted model Statistical properties of Rprediction/Rnumerical  

SD Mean COV  

1 Penzien [21] no-slip  0.286  1.306  0.219  
2 Penzien [21] full-slip  0.325  1.398  0.232  
3 Anderson [22]  0.383  1.282  0.299  
4 Zhang and Liu [23]  0.335  1.121  0.299  
5 MFO-XGBoost  0.047  1.002  0.047  

Fig. 20. Deviation of the ratio of predicted to numerical results.  
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• learning_rate: is step size shrinkage, which is used to prevent 
overfitting  

• max_delta_step: allows estimating each tree’s weight  
• max_depth: is the maximum depth of a tree  

• min_child_weight: is the minimum sum of instance weight (hessian) 
needed in a child  

• n_estimators: is the number of gradient boosted trees  
• reg_alpha and reg_lambda: are regularization terms for weights 

Fig. 21. Comparison racking ratio between numerical results and predicted methods.  
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• subsample: is the subsample ratio of the training instances 

The ranges of these parameters are listed in Table 8. 
After a series of tests, it is found that after 100 iterations, the fitness 

values become stable. Increasing the number of iterations causes cor-
responding increment in the calculation time, without an improvement 
in the prediction accuracy. Therefore, the number of iterations is set to 
100 in this study. Moreover, several population sizes (i.e. 25, 50, 75, 
100, 125, 150, 175, and 200) are selected for the optimization process. 
Fig. 17 shows the convergence curves of the MFO-XGBoost models for 
each population size. Table 9 shows the best model performances of 
three training–testing ratios. 

The results show that three cases perform well in training and test 
data. However, the 0.9–0.1 ratio with a population size of 100 provides 
the best prediction with the highest value of R2 and lowest values of 
RMSE and MAE for both training and test data. The R2, RMSE, and MAE 
values for the training data are 0.998, 0.023, and 0.017, respectively. 
For the test data, the R2, RMSE, and MAE values are 0.992, 0.051, and 
0.034, respectively. Therefore, the training-test ratio of 0.9–0.1 is cho-
sen in this study. The optimal parameters of the MFO-XGBoost model are 
presented in Table 10. 

The results of the proposed MFO-XGBoost model for predicting the 
racking ratio are shown in Fig. 18. 

Results and discussions 

Table 11 and Fig. 19 shows the values of three indicators of different 
models. Accordingly, the coefficient of determination of the MFO- 
XGBoost model is the highest (R2 = 0.998) compared with those of 
Penzien [21] no-slip (R2 = 0.897), Penzien [21] full-slip (R2 = 0.891), 
Anderson [22] (R2 = 0.854), and Zhang and Liu [23] (R2 = 0.854), 
respectively. Moreover, the RMSE and MAE values of the MFO-XGBoost 
model are much lower and smallest compared with the others. Notably, 
in Table 11, because of considering the effect of earthquake IMs, the 
MFO-XGBoost model used more input variables than the other models. 

The ratios of the previous study to numerical results were calculated 
and statistically analyzed to compare the prediction performance. The 
statistical analysis results, including mean, standard deviation (SD), and 
the coefficient of variation (COV), are listed in Table 12. Accordingly, 
the mean value of the MFO-XGBoost model is closer to 1.0 than those of 
three previous studies. The coefficients of variation are 0.219, 0.232, 
0.299, 0.299 and 0.047, for Penzien [21] no-slip, Penzien [21] full-slip, 
Anderson [22], Zhang and Liu [23], and MFO-XGBoost model, respec-
tively. Fig. 20 presents the deviation of the ratios from different models. 
As shown in the figure, the ratio results of the existing models are more 
scattered than that of the MFO-XGBoost model. 

Fig. 21 (a-e) presents the comparison of the predicted racking ratio of 
exiting models and numerical results. The dashed line (i.e. the 1:1 line) 
represents the target, while the solid line indicates the linear regression 
line of the scatters. The closer scattering to the dashed line, the higher 
accuracy of the predicted results. As can be seen from the figure, the 
results of the MFO-XGBoost model are the closest to the numerical re-
sults, followed by Penzien [21] no-slip, Penzien [21] full-slip, Anderson 
[22], and Zhang and Liu [23]. The difference in the existing model can 
be attributed to the number of input parameters for calculating the 
racking ratio. In particular, Anderson [22], and Zhang and Liu [23] only 
considered the effect of the flexibility ratio on the racking ratio, while 
they are the flexibility ratio and Poisson’s ratio in the study of Penzien 
[21]. Significantly, twelve input parameters mentioned in section 7, are 
examed in the MFO-XGBoost model. 

Overall, the MFO-XGBoost model provides a higher precision than 
the existing models. Among four considered empirical formulas, the 
Penzien [21] no-slip presents the best performance for calculating the 
racking ratio. 

Web application 

This section presents the development of a web application for pre-
dicting the racking ratio based on the proposed MFO-XGBoost model. 
The WA requires twelve input parameters: F, PGA, B/H ratio, h, Sa (T1), 
PGV, Sv (T1), Tp, Sd (T1), PGV/PGA, Ia, and CAV to obtain the racking 
ratio. It is worth mentioning that ground motions IMs are automatically 
calculated using SeismoSigmal program (Seismosoft, 2012). This web 
application is available by using the following link: https://tvl-racking 
ratio.herokuapp.com. Notably, the results obtained from the proposed 
MFO-XGBoost model and the web application are identical. However, 
the web based model is easier to use than the proposed MFO-XGBoost 
model. Therefore, the web application is recommended for practical 
engineering applications to predict the racking ratio. However, it should 
be noted that they are only applicable to determine the racking ratio for 
input values within the ranges specified in Table 7. 

Conclusions 

This study presents the development of a novel hybrid MFO-XGBoost 
model to predict the racking ratio of rectangular tunnels subjected to 
seismic loading, which is the primary demand for performing a pseudo- 
static frame analysis. A total of 2040 numerical simulations were 
generated to train and test the MFO-XGBoost model. Based on the 
feature selection, 12 variables, including F, PGA, B/H ratio, h, Sa (T1), 
PGV, Sv (T1), Tp, Sd (T1), PGV/PGA, Ia, CAV, were considered as input 
variables of the proposed MFO-XGBoost model. The performance of the 
proposed MFO-XGBoost model was examined and evaluated against 
four empirical models. The following findings are yielded from this 
study. 

(1) The proposed MFO-XGBoost model is capable of favorably pre-
dicting the racking ratio for rectangular tunnels. The coefficients 
of determination (R2) were 0.998, 0.992, and 0.998 for the 
training, testing, and all data, respectively.  

(2) Compared with four empirical models, the proposed MFO- 
XGBoost model is revealed to provide the most accurate pre-
dictions of the racking ratio. The performance of the model was 
verified in terms of statistical properties (i.e., R2, RMSE, MAE, SD, 
mean value, and COV). Among existing models, the Penzien [21] 
no-slip case provided the most agreeable prediction of the racking 
ratio.  

(3) The parameters F, PGA, B/H ratio, h, and Sa (T1) have primary 
influence on the calculated racking ratio among 12 input vari-
ables, whereas Ia and CAV have secondary effects.  

(4) A web application is developed for possible application in routine 
practice for a more convenient estimate of the racking ratio. 
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