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Abstract
This study presented the performance of the gradient boosted regression trees (GBRT) model for predicting the axial load 
capacity (ALC) of the cold-formed steel semi-oval hollow section (CFS-SOHS) columns. A total of 219 datasets were care-
fully collected from previous publications including experimental and numerical results, which were used to develop the 
GBRT model. Of these, 209 datasets were used for training, while 10 datasets were used for testing. The results obtained from 
the GBRT model were compared with two existing formulas based on the statistical metrics ( R2,RMSE, anda20 − index ). 
The statistical metrics from the GBRT model (R2

= 0.9999,RMSE = 29.458, and i20 − index = 1.000) have been the best-
predicting to the ALC of the CFS-SOHS column. Finally, a new graphical user interface (GUI) tool was built based on the 
regression model for practice design.
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Introduction

Recently, the cold-formed steel semi-oval hollow section 
(CFS-SOHS) column has been widely used in civil and 
industrial steel buildings. Furthermore, CFS-SOHS columns 
have a higher compression capacity and aesthetics compared 
to square and circular cross-section columns (Zhu & Young, 
2011, 2012). However, current design codes such as ANSI, 
AS/NZS, and Eurocode do not support this cross-section 
type, while previous publications have differences between 
numerical, theoretical, and experimental results. Thus, this 
has urged researchers to study theoretical, numerical, and 
experiments on the CFS-SOHS members (Chen & Young, 
2018a, 2018b).

So far, machine-learning (ML) has been applied in many 
fields, such as engineering, economics, and social prob-
lems (Kaveh, 2014; Kaveh & Khavaninzadeh, 2023; Kaveh 
& Servati, 2001; Manna et al., 2017; Naser et al., 2021; 
Nguyen et al., 2021a; Nguyen et al., 2021b, 2022b; Nguyen 

et al., 2023; Qi et al., 2018; Tran et al., 2021; Tran & Kim, 
2020; Tran et  al., 2019). Meanwhile, the GBRT model 
emerged as a powerful regression tool. Particularly, it was 
used for prediction, analysis, and structural behaviors (Hao 
et al., 2022; Manna et al., 2017; Nieto et al., 2018; Pretten-
hofer & Louppe, 2014; Qi et al., 2018; Tran & Kim, 2022). 
The GBRT model was employed for predicting the behavior 
of concrete (Bakouregui et al., 2021; Dahiya et al., 2021; 
Shatnawi et al., 2022), and steel structures (Nguyen et al., 
2022a; Nieto et al., 2018; Truong et al., 2020; Wang & Song, 
2020). It can be seen that among many published studies, 
there were no studies used the GBRT model for predicting 
the ALC of the CFS-SOHS columns.

This study aims to propose a GBRT model for predicting 
the ALC of the CFS-SOHS columns. For that, 219 datasets 
were carefully collected from previous publications includ-
ing experimental and numerical results. Of these, 209 data-
sets were used for training, while 10 datasets were used for 
testing. Also in this model, the overall depth (D) , the over-
all width (B) , thickness (t) , and column length (L) are input 
parameters, while the ALC of the CFS-SOHS columns is 
an output parameter. The results obtained from the GBRT 
model were compared with two existing formulas. The sta-
tistical metrics ( R2,RMSE, anda20 − index ) were used for 
the predictive performance assessment of the GBRT model. 
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Finally, a new graphical user interface (GUI) tool was built 
based on the regression model for practice design (Fig. 1).

Dataset collection

In machine learning models, the training datasets decided 
the performance of the models. This study used a set of 219 
data carefully collected from previous publications including 
experimental and numerical results (Chen & Young, 2018a, 
2018b), which were used to develop the GBRT model. The 
dataset has four input parameters including the overall depth 
(D) , the overall width (B) , thickness (t) , and column length 
(L) , while the ALC of the CFS-SOHS columns is an output 
parameter. The range, statistical properties, and histograms of 
the datasets are shown in Table 1 and Fig. 2.

Figure 3 shows the correlation matrix between the input 
and output parameters of the dataset. From this figure, it can 
be seen that the Pearson correlation coefficient has a maximum 
is 0.925, and a minimum is 0.062. In general, the Pearson 

correlation coefficient of the remaining parameters has a weak 
correlation. This can be confirmed that the dataset used to 
develop the GBRT model for predicting ALC of the CFS-
SOHS columns was the scientific and practical significance.

Existing formulas for the ALC 
of the CFS‑SOHS columns

To predictive performance assessment of the GBRT model, 
this study used two existing formulas, which have been pro-
posed by Chen and Young (Chen & Young, 2018b), and 
standard codes AISI-S100-16 (AISI-S100, 2016). To the 
knowledge of the authors, two existing formulas that have 
predictive performance are the most effective (Table 2).

Gradient boosting regression tree (GBRT)

The GBRT is a machine-learning algorithm. It is a predic-
tion algorithm based on a regression model that has been 
widely used in many fields (Friedman, 2001; Hao et al., 
2022; Manna et al., 2017; Qi et al., 2018). The GBRT algo-
rithm is a combination algorithm of the gradient boosting 
(GB) algorithm and regression tree (RT) algorithm. It was 
born to improve the limitations of the two algorithms above 
(Friedman, 2001).

The prediction technical of GBRT can be summarized in 
the following steps (Prettenhofer & Louppe, 2014).

1.	 An initial regression model is created;
2.	 The next regression tree is trained to take the residuals 

of the previous regression tree;
3.	 Through many iterations, finally obtain a model with 

high accuracy for prediction results.

The GBRT can be shown as the mathematical expression.
Considering loss function L(y,F(x)) , input dataset D = , 

and output function value FK(x).
Algorithms

For 1toK

(3)F0(x) = argmin
h(x)

n
∑

i=1

L
(

yi, h(x)
)

Fig. 1   The cold-formed steel SOHS column

Table 1   The range statistics properties of the database

Variable D(mm) B(mm) t(mm) L(mm) P(kN)
(

X1

) (

X2

) (

X3

) (

X4

)

(output)

Minimum 93.00 60.00 2.00 200.00 176.00
Mean 301.51 174.88 7.13 2393.38 2681.80
Maximum 450.00 360.00 20.00 4000.00 14,231.20
SD 136.22 84.56 5.34 1115.52 3349.41
COV 0.45 0.48 0.75 0.47 1.25
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Fig. 2   Histogram of the dataset
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where

In where, L
(

yi,F(x)
)

 is loss function, D is training set, 
(

x1, y1
)

 the first set of data, K is the number of iterations, 
FK(x) is final model; Fk is the model after each iteration; 
F0(x) is initial model, h(x) represents predictions generated 
by the model; �k is the weight of the kth model. The imple-
mentation steps of the GBRT are shown in Fig. 4.

Development of the GBRT model

Input and output parameter, and GBRT model

To develop the GBRT model in this study, the overall depth 
(D) , the overall width (B) , thickness (t) , and column length 
(L) are considered input parameters, while the ALC of the 
CFS-SOHS columns is an output parameter. The database 
is randomly split into six training–testing set 0.95–0.05 
(GBRT-01), 0.90–0.10 (GBRT-02), 0.85–0.15 (GBRT-03), 
0.80–0.20 (GBRT-04), 0.75–0.25 (GBRT-05), and 0.70–0.30 
(GBRT-06). A GBRT model has the best-performing. If the 
indices, a20 − index , R2 has the greatest value, and RMSE 
has the smallest value. According to Zorlu et al. (Zorlu et al., 
2008) the expressions for determining these indexes has the 
form.

(4)

�k(x) = argmin
�

n
∑

i=1

L

(

yi,Fk−1

(

xi
)

− �
�L

(

yi,Fk−1

(

xi
))

�Fk−1

(

xi
)

)

(5)Fk(x) = Fk−1(x) − �k

n
∑

i=1

∇F

(

yi,Fk−1

(

xi
))

D B t L P_test

D 1.000 0.846 0.376 0.237 0.566

B 0.846 1.000 0.356 0.199 0.558

t 0.376 0.356 1.000 0.049 0.925

L 0.237 0.199 0.049 1.000 0.062

P_test 0.566 0.558 0.925 0.062 1.000

Fig. 3   Correlation matrix of the datasets

Fig. 4   Flowchart of the GBRT model
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Fig. 5   The convergence curves of the GBRT-01 model
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where ti is the i th output parameter of collected data; oi is the 
ith predicted value of GBRT model; n is the number of sam-
ples; m20 is the number of samples has a ratio of the output 
parameter and predicted value between the range 0.8 − 1.2.

Table 3 is shown the ranking of the GBTR models based 
on the ( a20 − index , R2, and RMSE ). noting that the best 
value increments from 1 to 6. From this table, the GBRT-01 

(6)R2 = 1

�

∑n

i=1

�

ti − oi
�2

∑n

i=1
o2
i

�

;

(7)RMSE =

√

(

1

n

)

∑n

i=1

(

ti − oi
)2
;

(8)a20 − index =
m20

n
.

model (with a training–testing ratio is 0.95–0.05) has the 
highest ranking. Thus, this study uses the GBRT-01 model 
for predicting the ALC of the CFS-SOHS columns.

Performance of the GBRT‑01 model

Figure 5 shows the convergence curves of the GBRT-01 
model. It is best-performing at MSE = 3.12 × 10−6 after 
1000 trees, it can be seen that the MSE value is close to 
zero. The results obtained confirm that the GBRT-01 model 
has predicted the ALC of the CFS-SOHS columns very well.

Figure 6 shows the regression between the actual and 
predicted value of the GBRT-01 model. The R2 values for 
training data, testing data, and all data are 0.9999, 0.9997, 
and 0.9999, respectively.

Figure 7 shows the comparison between actual and pre-
dicted data of the ALC of the CFS-SOHS columns obtained 

Table 2   Existing formulas for the ALC of the CFS-SOHS columns

References Formulas

Chen et al. (Chen & Young, 2018b)
(

P∗
DSM

)

= min
(

P∗
nl
,P∗

ne

)

P∗
nl
=

⎧

⎪

⎨

⎪

⎩

1.2Py for 𝜆l ≤ 0.472
�

1 − 0.168
�

Pcrl

Py

�0.34
�

�

Pcrl

Py

�0.34

Py for 𝜆l > 0.472

with �l ≤ 0.702

K = 1.05 − 0.1�l ; R = 2.5 − 0.025�l ; Q =

(

0.21925

K

)
1

2R

�l =

√

Py

Pcrl

 ; �c =
√

fy

fcre
; fcre =

�2E

(Le∕r)
2;Py = fy.A
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)
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(
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(1)

AISI-S100-16 (AISI-S100, 2016) P∗
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Pnl =

⎧

⎪

⎨

⎪

⎩

Pne for �l ≤ 0.776
[

1 − 0.15
(

Pcrl

Pne

)0.4
]

(

Pcrl

Pne

)0.4
Pne for �l > 0.776

�l =

√

Pne

Pcrl

 ; Pne = AgFn

�c =

√

Fy

Fcre

 ; Fcre =
�2E

(KL∕r)2
.Pcrl = FcrlAg = K

�2E

12(1−�2)

(

t

w

)2

Fn =

⎧

⎪

⎨

⎪

⎩

(

0.658�2
)

Fy for �c ≤ 1.50
(

0.877
�2c

)

Fy for �c > 1.50

(2)



	 Asian Journal of Civil Engineering

1 3

from the GBRT-01 model. Can be seen that the error 
between actual and predicted data was trivial. Once again 
affirmation the GBRT-01 has good performance and was 
highly reliable for the prediction of the ALC of the CFS-
SOHS columns.

Results and discussions

To assert the superior prediction of the GBRT-01 model 
for the ALC of the CFS-SOHS columns. In this work, the 
results obtained from the GBRT-01 model were compared 

with two existing formulas, which were proposed by Chen 
et al. (Chen & Young, 2018b) and standard codes AISI-
S100-16 (AISI-S100, 2016). Three statistical metrics 
( R2,RMSE, anda20 − index ) were used. Table  2 shows 
the results compared between the results obtained from 
the GBRT-01 model with two existing formulas. In this 
table, the R2,RMSE, anda20 − index values of the GBRT-
01 model and two existing formulas are (0.9999 , 0.9894, 
0.9125), (29.458 , 407.605, 1172.044) kN, and (0.1000 , 
0.8401, 0.2329), respectively. Moreover, the statistical 
metrics such as minimum, mean, maximum, StD, and CoV 
obtained from the GBRT-01 model are much better than 

Table 3   The ranking of the GBRT models based on the ranking of the a20 − index , R2, and RMSE

Bold numbers highlight the total ranking of different GBRT models

Model Ratio Data sets R
2 Rating for R2 RMSE Rating for 

RMSE

a20 − index Rating for 
a20 − index

Rank value

GBRT-01 0.95 Training 1.000 6 29.458 6 1.000 5 17
0.05 Testing 1.000 6 46.200 6 1.000 3 15

All 1.000 6 30.424 6 1.000 5 17
Total rank 49
GBRT-02 0.90 Training 1.000 5 50.035 5 0.995 4 14

0.10 Testing 0.999 5 115.281 5 1.000 3 13
All 1.000 5 59.479 5 0.995 3 13

Total rank 40
GBRT-03 0.85 Training 1.000 4 62.164 4 0.995 2 10

0.15 Testing 0.998 4 159.851 4 1.000 3 11
All 0.999 4 83.865 4 0.995 3 11

Total rank 32
GBRT-04 0.80 Training 0.999 1 92.615 1 1.000 5 7

0.20 Testing 0.998 3 179.664 3 1.000 3 9
All 0.998 3 115.027 3 1.000 5 11

Total rank 27
GBRT-05 0.75 Training 0.999 2 85.779 2 0.995 2 6

0.25 Testing 0.975 2 546.339 2 0.815 2 6
All 0.993 2 281.324 2 0.941 2 6

Total rank 18
GBRT-06 0.70 Training 1.000 3 66.678 3 0.968 1 7

0.30 Testing 0.970 1 600.083 1 0.708 1 3
All 0.990 1 331.670 1 0.890 1 3

Total rank 13

Table 4   Performance of 
different predictive models

Bold numbers emphasize the calculated statistical values of the GBRT model

Predicted model R
2 RMSE (kN) a20 index PPrediction∕Ptest

Min Max Mean StD COV

Chen & Young 0.9894 407.605 0.8401 0.4664 1.2064 0.9303 0.1336 0.1436
S100-16 0.9125 1172.044 0.2329 0.5084 5.0405 1.7311 1.0753 0.6211
GBRT-01 0.9999 29.458 1.0000 0.8550 1.1373 0.9997 0.0349 0.0349
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Fig. 6   Regression between the actual and the predicted value of the GBRT-01 model
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the two existing formulas. Can be seen that the GBRT-01 
model has superior predictions for the ALC of the CFS-
SOHS columns.

Figure 8 shows the regression between the actual and the 
predicted values of the GBRT-01 model, Chen et al. (Chen 

& Young, 2018b) and standard codes AISI-S100-16 (AISI-
S100, 2016). As observed from Fig. 7a, b, it can be seen 
that the predicted values of Chen et al. and standard codes 
AISI-S100-16 have predicted values that are higher than the 
actual values (red line). Meanwhile, the predicted values of 
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the GBRT-01 model and actual values almost completely 
coincide. Once again assertion that the GBRT-01 model has 
superior predictions for the ALC of the CFS-SOHS columns 
(Table 4).

Obviously, the GBRT-01 model has superior predictions 
for the ALC of the CFS-SOHS columns. However, it is 
not convenient for practicing design/research engineers to 
use. In this work, a practical graphical user interface (GUI) 
tool was built based on the regression model from results 
obtained GBRT-01 model, which is shown in Fig. 9, and it 
is provided freely.

Conclusions

This study developed the GBRT model for predicting the 
ALC of the CFS-SOHS columns. The GBRT-01 (train-
ing–testing set ratio of 0.95–0.05) has the most reliable pre-
diction results based on the models ranking. A set of 219 
data, in which the overall depth (D) , the overall width (B) , 
thickness (t) , and column length (L) were considered as input 
parameters, while the ALC of the CFS-SOHS columns was 
the output parameter, was gathered to develop GBRT model. 
From the statistical metrics, the GBRT-01 model has supe-
rior predictions for the ALC of the CFS-SOHS columns 
than the two existing formulas. Specific conclusions of this 
research have been achieved as follows.

–	 The study has selected a training–testing appropriate 
ratio of 219 actual data with four input parameters and 
one output parameter to develop the GBRT model.

–	 The study applied the GBRT model for pre-
dicting the ALC of the CFS-SOHS columns. 
The statistical metrics from the GBRT model 
(R2

= 1.00,RMSE = 41.3631,MAPE = 1.3689,  a n d 
i20 − index = 0.9966) have been the best-predicting to 
the ALC of the CFS-SOHS column.

–	 A new graphical user interface (GUI) tool was built based 
on the regression model for practice design.
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