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A B S T R A C T   

This study explores the crucial role of intensity measure (IM) selection for probabilistic seismic demand model 
development of concrete face rockfill dam (CFRD) subjected to earthquake ground motions. Nonlinear dynamic 
analyses are performed for CFRD with an advanced hysteretic soil model using a finite element analysis program 
to develop a database of earthquake-induced dam crest settlements. The numerical model is validated through 
centrifuge model test measurements. A selection process was carried out to evaluate the IMs based on the 
goodness of fit, as well as their efficiency, practicality, and proficiency. Eventually, a range of optimal IMs are 
selected. Conditional probability function is employed to develop fragility curves for CFRD employing both 
scalar and vector IMs. Five settlement ratio-based limit states are defined herein. The results show that vector 
fragility surfaces produce enhanced predictions of the dam damage compared with the scalar fragility curves that 
are most often employed.   

1. Introduction 

The concrete face rockfill dam (CFRD) is becoming a more and more 
common type of dam. It is because of its exceptional seismic resistance, 
adaptability to various geological and hydrological conditions, and 
adequate use of local materials [Cooke, 1992; Ma and Chi, 2016; Xing 
et al., 2006]. Although the damage to CFRDs in recent strong earth-
quakes is manageable [Shannon, 2009; Xu, 2008; Yamaguchi et al., 
2008; Zhang et al., 2010], the public remains very concerned about the 
potential risk of seismic consequences. It is necessary to carefully eval-
uate the seismic performance of CFRDs. 

Seismic damage and fragility analyses of dams were extensively 
researched [Huang et al., 2023; Li et al., 2021; Li et al., 2022; Liang 
et al., 2020; Mahmoodi et al. (2021); Pang et al., 2018a; Segura et al., 
2020; Sevieri et al., 2021; Sun et al. (2022); Tidke and Adhikary, 2021; 
Wang et al., 2018]. However, few studies have been conducted on 
CFRDs. Pang et al. (2018b) introduced an incremental dynamic analysis- 
based seismic fragility analysis approach for evaluating the seismic 
performance of high CFRDs. The permanent deformation of the dam 
crest and damage index of face-slabs were used to define damage states. 

The peak ground acceleration (PGA) was selected as the earthquake 
motion intensity measure (IM) to develop fragility curves. Pang et al. 
(2020) investigated the effect of aftershocks on the fragility of high 
CFRDs. The engineering demand parameter (EDP) was selected among 
the deformation, shear strain, and damage index of the face slabs. The 
PGA was used to construct the fragility curves of the CFRD under 
different seismic conditions. Zhou et al. (2021) performed the seismic 
fragility of a high CFRD by combining the finite element method (FEM) 
and machine learning (i.e., SVM: support vector machine). FEM was 
used to generate a dataset, while SVM was employed to train the rela-
tionship between the IMs and EDPs. The results highlighted that PGA is 
an optimal earthquake IM to develop the seismic fragility curves among 
cumulative absolute velocity (CAV), Arias intensity (Ia), and predomi-
nant period (Tp). Xu et al. (2022) investigated the effect of multi- 
components strong motion duration on seismic performance of high 
CFRDs. To develop fragility curves, the relative settlement ratio (SR) (i. 
e., crest settlement/dam height) of the dam crest and the PGA was 
considered as an EDP and an earthquake IM, respectively. The previous 
studies mostly used PGA or less earthquake IM to construct the fragility 
curves. A comprehensive study to optimal earthquake IMs for devel-
oping fragility curves of CFRDs is needed. 
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Optimization of earthquake IMs for developing fragility curves was 
widely studied in many structures, such as buildings [Kazantzi and 
Vamvatsikos, 2015; Kostinakis et al., 2015; Macabuag et al., 2016; 
Nguyen et al., 2023; Pejovic et al., 2017; Pejovic et al., 2018; Rong et al., 
2023], bridges [Guo et al., 2020; Hu et al., 2022; Wei et al., 2020; 
Zelaschi et al., 2019; Zhang and Huo, 2009], tunnels [Huang et al., 
2021; Sun et al., 2023], and nuclear power plant structures [Li et al., 
2019; Nguyen et al., 2021; Nguyen et al., 2020]. There are several 
studies that have been done on dams. Hariri-Ardebili and Saouma 
(2016) developed a relationship between 70 IMs and EDP (i.e., crest 
displacement) for concrete dams. It was reported that the spectral ac-
celeration at the fundamental period of the structure is an optimal IM for 
developing fragility curves. Padgett et al. (2008) evaluated optimal in-
tensity measures (IMs) for the seismic fragility analysis of the dam- 
reservoir-layered foundation (DRLF) system. They concluded that ac-
celeration spectrum intensity (ASI) and effective design acceleration 
(EDA) are observed to have excellent predictability and show the best 
correlation for the considered EDPs of the dam. The literature review 
demonstrated that a study developing a relationship between IMs and 
EDP has not yet been performed for CFRDs. 

This study aims to identify optimal IMs to develop probabilistic 
seismic demand models (PSDMs) of CFRDs. For that, 20 earthquake IMs 
are considered in developing PSDMs. The nonlinear numerical modeling 
of CFRD is constructed using hysteretic and elastic models for soil and 
concrete in LS-Dyna program [LSTC, 2007]. A set of 100 ground motion 
records, which contain a wide range of amplitudes, magnitudes, 
epicentral distances, significant durations, and predominant periods, are 
utilized to perform nonlinear time history analyses. Optimal IMs are 
evaluated based on statistical indicators of PSDMs, which are the coef-
ficient of determination, dispersion, practicality, and proficiency. 
Finally, seismic fragility curves of CFRDs with respect to optimal IMs are 
drawn. In addition, seismic fragility surfaces for vector IMs are devel-
oped (i.e., the PGA and PGV simultaneously). 

2. Earthquake intensity measures and input ground motions 

2.1. Earthquake intensity measures 

Earthquake IMs are critical for representing the crucial properties of 
seismic motion compactly and quantitatively. Numerous IMs have been 
proposed to describe the amplitude, frequency content, and duration of 
motions [Kramer, 1996]. The seismic IMs can be calculated using soft-
ware or directly from earthquake accelerograms. This study takes into 
consideration a total of 20 typical earthquake IMs, and SeismoSignal 
[Seismosoft, 2012] is used to determine these parameters for each 
ground motion. The used IMs are listed in Table 1. 

2.2. Input ground motion 

A total of 100 earthquake ground motions are selected from the NGA- 
west2 database (https://ngawest2.berkeley.edu/). Ground motions are 
chosen based on a wide range of earthquake amplitudes, magnitudes, 
epicentral distances, significant durations, and predominant periods. 
The acceleration response spectra and PGA-rupture distance (Rrup)- 
moment magnitude (Mw) of selected motions are present in Fig. 1 and 
Fig. 2. 

3. Concrete face rockfill dam (CFRD) modeling 

This section presents the finite element analysis approach for CFRD 
using the commercial FE program LS-DYNA to simulate the non-linear 
response of CFRD. The dynamic equation of motion is solved using the 
explicit central difference time integration scheme. The centrifuge test 
measurements and calculated numerical simulation results of CFRD are 
compared. 

Nomenclature 

IM intensity measure 
CFRD concrete face rockfill dam 
EDP engineering demand parameter 
FEM finite element method 
SVM support vector machine 
DRLF dam reservoir layered foundation 
Mw moment magnitude 
Rrup rupture distance 
EDOF equal degree of freedom 
Vs shear wave velocity 
PSDM probabilistic seismic demand model 

Pf probability function 
Φ cumulative distribution function 
σEDP|IM standard deviation 
SR crest settlement ratio 
R2 linear regression coefficient 
b practicality coefficient 
ξ modified dispersion 
DI damage index 
GQ/H generalized quadratic/hyperbolic 
σc confining pressure 
fmax maximum frequency 
ECRD earth core rockfill dam  

Table 1 
20 earthquake intensity measures.  

No. Intensity measure (unit) Notation Reference 

1 Peak ground acceleration (g) PGA Kramer (1996) 
2 Peak ground velocity (m/s) PGV Kramer (1996) 
3 Peak ground displacement (m) PGD Kramer (1996) 
4 Ratio of PGVto PGA (s) PGV/ 

PGA 
Kramer (1996) 

5 Root-mean-square of acceleration 
(g) 

Arms Housner and Jennings 
(1964) 

6 Root-mean-square of velocity (m/ 
s) 

Vrms Housner and Jennings 
(1964) 

7 Root-mean-square of 
displacement (m) 

Drms Housner and Jennings 
(1964) 

8 Arias intensity (m/s) Ia Arias (1970) 
9 Characteristic intensity (m1.5/s2.5) Ic Park et al. (1985) 
10 Specific energy density (m2/s) SED – 
11 Cumulative absolute velocity (m/ 

s) 
CAV Kramer (1996) 

12 Acceleration spectrum intensity 
(g*s) 

ASI Housner (1952) 

13 Velocity spectrum intensity (m) VSI Housner (1952) 
14 Housner spectrum intensity (m) HI Housner (1952) 
15 Sustained maximum acceleration 

(g) 
SMA Nuttli (1979) 

16 Sustained maximum velocity (m/ 
s) 

SMV Nuttli (1979) 

17 Effective design acceleration (g) EDA Benjamin (1988) 
18 A95 parameter (g) A95 Sarma and Yang (1987) 
19 Predominant period (s) Tp Kramer (1996) 
20 Mean period (s) Tm Rathje et al. (1998)  
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3.1. Numerical model of CFRD 

In this study, the finite element analysis program LS-Dyna [LSTC, 
2007] was used as a simulation tool. The 2D dynamic analyses of the 
concrete face rockfill dam (CFRD) were performed to measure the set-
tlement at the crest. In this study, the standard section of the CFRD in 
Korea was used. The standard section of the dam with a width of 185 m 
and a height of 60 m was used. The upstream and the downstream slope 
is 1:1.4. The numerical analysis model of CFRD is depicted in Fig. 3. For 

the simulation of the free field boundary condition, the equal degree of 
freedom constraint (EDOF) was applied. The prescribed boundary con-
dition was applied on the base nodes to simulate the rigid base. The base 
nodes were fixed vertically and allowed to move in the horizontal 
direction. 

The four-node plane strain elements were selected for the dis-
cretization of the soil domain. The pre-earthquake stresses were 
modeled carefully because the state of stress affects the shear strength 
and the initial conditions for dynamic analysis. The inclined layers were 
produced along the slope to account for confining pressure dependency 
of shear wave velocity (Vs) [Khalid et al. (2021a); Lee et al., 2020]. The 
average value of soil properties of leading dams in Korea was applied in 
the numerical model of the dam [Baeg et al., 2018]. A shear wave ve-
locity profile shown in Fig. 4 was used in the simulation. The static water 
pressure was exerted on the concrete face slab during the dynamic 
analysis. The element size was selected such as to propagate the motion 
frequencies accurately, as recommended by Kuhlemeyer and Lysmer 
(1973). The height of element was set to 0.5 m to transmit a minimum of 
25 Hz components using the following equation (1): 

H =
Vs

4fmax
(1)  

where H is the element height, Vs is the shear wave velocity, and fmax is 
the max frequency of ground motion. 

The seismic response of slopes is affected by the nonlinear behavior 
of soil. In this study, the elasto-plastic hysteretic soil model (MAT-079 in 

Fig. 1. Acceleration response spectra.  

Fig. 2. PGA-Rrup-Mw distribution of input ground motions.  

Fig. 3. Numerical Model of CFRD, in which different soil layers are represented by various colors.  

Fig. 4. Shear wave velocity profile.  
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the library of LS-Dyna), which is one of the widely used nonlinear soil 
models in seismic computation, was used to simulate nonlinear soil 
response. The nonlinear soil model is a nested elastic-perfectly plastic 
yield surface model that incorporates the pressure-dependent shear 
strength of the soil [Bolisetti et al., 2018; Hashash et al., 2018; Khalid 
et al. (2021b); LSTC, 2007]. 

The properties of the nonlinear soil model were incorporated 
through shear strength curves, which were developed for each layer 
through modulus reduction and damping curves of Darendeli [Dare-
ndeli, 2001]. The curves were fitted with Darendeli [Darendeli, 2001], 
and shear strength correction was applied as recommended by Lee et al. 
(2020), because the settlement of the crest is affected by shear strength 
correction. The GQ/H (generalized quadratic/hyperbolic) model was 
used for shear strength correction, which achieves the target shear 
strength at large strains and follows the modulus reduction curves up to 
a shear strain of 0.1% [Groholski et al., 2016]. In addition, the model 
requires the bulk modulus and mass density of the material. Shear 
stress–strain curves for selected soil layers at different confining pres-
sure are also shown in Fig. 5. The hysteretic behavior of soil was 
incorporated through the Masing rule. The frequency-independent 
damping formulation was applied to all components of the numerical 
model to model small strain damping. 

3.2. Validation of the numerical model 

In this study, the numerical model is validated through the centrifuge 
measurements performed in Korean Advanced Institute of Science and 
Technology (KAIST). KAIST beam centrifuge has an effective radius of 
5.0 m and a maximum capacity of 2400 kg. Kim et al. (2011) performed 
the centrifuge model tests for two types of Korean dams: ECRD and 
CFRD. To validate the numerical model, we used the measured data of 
CFRD. The upstream and downstream slope of the CFRD model was 
1:1.4. The centrifuge test was performed at a centrifugal acceleration of 
40 g. The height of the dam in a prototype scale is 6.4 m, and in the 
centrifuge model is 160 mm. The dam model was constructed directly on 
the baseplate of the model container. It is because the CFRD dams are 
mostly constructed on the top of bedrock in Korea. Fig. 6 shows the 
location of accelerometers and strain gages in the centrifuge model to 
measure dam response to the earthquake. 

Fig. 7 shows the numerical model used for validation. The centrifuge 
test performed in a significantly small scale can represent the dam 
behavior in the actual size. Thus, the centrifuge measurements were 
considered acceptable for validating the numerical model [Kim et al., 
2011]. Resonant column tests were performed to give the relationship 
between confining pressure and shear velocity. Kim et al. (2011) pro-
posed the following equation based on the results of resonant column 
tests. 

Vs = 100.4*(σc)
0.24 (2)  

where Vs is shear wave velocity (m/s) and σc is confining pressure (kPa). 

The numerical model is similar to the CFRD model presented earlier in 
the previous section. 

Acceleration time history and 5% damped response spectra of input 
motion are shown in Fig. 8. The input motion selected for comparison 
has a PGA of 0.166 g. The measured values by Kim et al. (2011) are 
compared with calculated response spectra in finite element analysis. 
The results of accelerometers A11, A12, A13, and A14 are depicted in 
Fig. 9. It is illustrated that the measured acceleration response spectra fit 
well with the calculated data. The comparison results show that calcu-
lated and measured response spectra produce peaks at approximately 
the same periods. Thus, we conclude that the numerical model shows a 
reliable estimate of the response spectra of the dam. 

4. Regression between EDP and IMs 

The estimation of earthquake-induced dam displacement is much the 
same problem as the estimation of structural response, in both cases, the 
objective is the estimation of seismic effects on a system instead of the 
estimation of ground motions alone as is done in probabilistic seismic 
hazard analyses. In the past few years, many researchers have worked on 
the probabilistic evaluation of structural response. This study has been 
commonly performed based on performance-based earthquake engi-
neering. In this regard, the structural response is estimated by engi-
neering demand parameters (EDPs) which are estimated by earthquake 
ground motion intensity measures (IMs). In the case of dam slopes, 
earthquake-induced crest settlements act as an engineering demand 
parameter in structural response. 

A series of nonlinear time history analyses were performed on the 
dam. The input ground motions were applied to the base of the dam 
model in the horizontal direction. The seismic response of the dam slope 
is obtained in terms of the maximum crest settlement and acceleration 
time history at the crest. 

4.1. Probabilistic seismic demand model (PSDM) 

A relationship is developed to identify the weak and strong corre-
lation between the seismic response of dam slope quantified by EDP and Fig. 5. Shear stress versus strain curves.  

Fig. 6. Centrifuge model of concrete face rockfill dam [Kim et al., 2011].  

Fig. 7. Numerical model for validation.  
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earthquake ground motion intensity measures (IMs). The relationship 
between EDP and IMs is as follows [Cornell et al., 2002; Hu et al., 2020; 
Lee et al., 2019]: 

EDP = a*(IM)
b (3) 

The natural logarithm is taken on equation (3) and assumed the 
distribution of the seismic demand to be lognormal distributed [Lu et al., 
2015; Mackie and Stojadinović, 2001]: 

ln(EDP) = ln(a)+ b*ln(IM) (4) 

The probabilistic seismic demand model (also known as fragility 
function) is a common and essential step for performance-based earth-
quake engineering of the dam, which is a relationship between the dam 

response (crest settlement ratio (SR)) and the intensity measure of 
earthquake motion. In this approach, the fragility function is a condi-
tional probability function showing the probability that the dam expe-
riences a specific damage level for a given level of earthquake motion 
intensity. 

Pf = P[EDP ≥ C|IM] (5) 

This conditional probability function is assumed to follow a log- 
normal distribution function, as expressed by 

P[EDP ≥ C|IM] = 1 − Φ

[
ln(a*(IM)

b
) − ln(C)

σEDP|IM

]

(6) 

Fig. 8. Input motion (a) Acceleration time history (b) Response spectra.  

Fig. 9. Comparison of the measured and calculated acceleration response spectra (a) A11 (b) A12 (c) A13 (d) A14.  
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where (P[EDP ≥ C|IM]) is the probability, and Φ is the cumulative dis-
tribution function of the normal distribution. The standard deviation 
σEDP|IM is obtained from the nonlinear time history analyses, as shown in 

equation (7): 

σEDP|IM =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(ln(di) − ln
(
a × IMb))

2

n − 2

√

(7) 

Fig. 10. Calculated settlement ratio vs IMs in logarithmic scale.  
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where n is the total number of ground motions, and di is the individual 
result of the nonlinear time history analyses. 

4.2. Correction between the settlement ratio and IMs 

Blue dots in Fig. 10 are the representative results of the calculated 
settlement ratio and 20 IMs calculated from acceleration time history at 

Fig. 10. (continued). 
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the crest. The two coefficients of linear regressions were estimated using 
the results of time history analyses (crest settlement ratio (SR)) and 
corresponding to the given intensity measures of the ground motions, 
described in equation (4). Red lines in Fig. 10 depict the fitted correla-
tions between the settlement ratio and various earthquake IMs. 

4.3. Optimal IM selection 

Given the 20 intensity measures, an important question arises: which 
is the optimal intensity measure for predicting dam settlement? This 
section examines the optimal intensity measure considering settlement 
ratio as the EDP for concrete face rockfill dams in PSDMs. The goodness 
of fit, efficiency, practicality, and proficiency are evaluated to judge the 
optimal IMs. 

4.3.1. Goodness of fit 
The goodness of fit is a well-accepted and good indicator of data 

fitting. In the probabilistic seismic demand model (PSDM), the linear 
regression coefficient (R2) is used to determine the goodness of fit. The 
regression coefficient depicts the discrepancy between the measured 
data and the fitted regression line. The value of the regression coefficient 
can range from 0 to 1. The more precise the prediction of the data trend 
and less scatter as closer the data regression coefficient is to one. 

The goodness of fit of the IMs is determined for linear regression of 
the PSDM in the logarithmic space and presented in Fig. 11. The value of 
goodness of fit is close to one, the more good is the approximation be-
tween IM and EDP. As shown in Fig. 11, PGV achieved the highest R2 

value (R2 = 0.81), followed by Ic (R2 = 0.79) and EDA (R2 = 0.75). In 
contrast, PGV/PGA showed a relatively small R2 value (R2 = 0.02). 

4.3.2. Efficiency 
The efficiency is mostly examined criterion for selecting optimal IMs. 

The variation and dispersion of seismic demand predictions for a ground 
motion IM are decreased by an efficient IM [Giovenale et al., 2004]. The 

nonlinear time history analysis results are used to investigate the IM 
efficiency through the standard deviation (σEDP|IM), which is described in 
equation (7). The efficiency is inversely proportional to the standard 
deviation (σEDP|IM). The lower efficiency of IM corresponds to higher 
standard deviation. 

The efficiencies of different IMs can be determined using σEDP|IM 
calculated through equation (7). The lower the value of σEDP|IM, the more 
efficient the IM, and higher values indicate less efficient IM. As shown in 
Fig. 12, the highest efficiency, denoted by σEDP|IM, belongs to PGV 
(σEDP|IM = 0.52). In addition, Ic (σEDP|IM = 0.56), EDA (σEDP|IM = 0.61), 

Fig. 10. (continued). 

Fig. 11. Correlation coefficient (R2).  
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ARMS and SMA (σEDP|IM = 0.66) provided the greatest appropriate ef-
ficiency and were the most efficient IMs followed by PGV. The maximum 
standard deviation (σEDP|IM) is observed for Tp (σEDP|IM = 1.54), high-
lighting that this IM is the least efficient followed by PGV/PGA (σEDP|IM 

= 1.23), PGD (σEDP|IM = 1.06) and Tm (σEDP|IM = 1.02). 

4.3.3. Practicality 
The practicality criterion reveals that the intensity measure and the 

resulting EDP have a direct relationship. The amount of EDP has mini-
mal to no dependence on the magnitude of the seismic intensity measure 
if an intensity measure is not practical. An IM-EDP pair in a PSDM is 
practical if it is easy to construct from readily available ground motion 
IMs and nonlinear analysis response values and makes sense from an 
engineering perspective [Mackie and Stojadinović, 2001]. Practicality is 
determined by the coefficient b (i.e. the slope of the regression line) in 
the PSDM’s linear regression on a logarithmic scale, as indicated in 
equation (4). The lower the coefficient b is, the less the IM contributes to 
the estimation of seismic demand, demonstrating impracticality. As a 
result, a larger b value denotes a more practical IM. 

The practicalities of the IMs are depicted in Fig. 13. The comparisons 

in Fig. 13 shows that ASI achieved the highest b value (b = 3.25) and is 
the most practical IM. In addition, the greatest practicality is provided 
by EDA (b = 3.05), SMA (b = 2.99), and ARMS (b = 2.79). Tp has pro-
vided the smallest value of coefficient b (b = 0.2833), which could 
indicate its impracticality. PGD (b = 0.43), DRMS (b = 0.46), and PGV/ 
PGA (b = 0.50) are the other least practical IMs. 

4.3.4. Proficiency 
The proficiency is a criterion that benefits from considering both 

efficiency and practicability simultaneously [Padgett et al., 2008]. A 
more proficient IM has less modified dispersion, which highlights the 
degree of demand uncertainty (EDP) associated with the IM choice. 
Modified dispersion (ξ), which is derived from equation (8), serves to 
define proficiency. 

ξ =
σEDP|IM

b
(8) 

A low value of modified dispersion (ξ) indicates more proficient IM. 
The proficiencies of the IMs (indicated by a lower ξ value) are presented 
in Fig. 14. By investigating the data for the modified dispersion (ξ), it is 
observed that EDA (ξ = 0.20) has the lowest value among other IMs. VSI 
(ξ = 0.21), SMA (ξ = 0.22), ARMS (ξ = 0.24) PGV (ξ = 0.26) and Ic 
(ξ = 0.30) have modified dispersion (ξ) value close to zero among other 
IMs. Investigating the IMs proficiency demonstrates that the value of 
modified dispersion (ξ), for the Tp (ξ = 5.42) is the highest, followed by 
PGD (ξ = 2.49), PGV/PGA (ξ = 2.44) and DRMS (ξ = 2.44). 

Based on the investigation for optimal IM selection criteria con-
ducted so far, it is highlighted that the EDA, SMA, ARMS, PGV, and Ic are 
best earthquake intensity measures correlating with the seismic 
response of dam settlement. PGA, VRMS, ASI, VSI HI, and Ia show 
moderate correlation with the damage of the crest settlement. In 
contrast, PGD, PGV/PGA, and Tp are the weakest correlated with the 
settlement of the dam crest. According to the results among the scalar 
intensity measures, EDA is the best correlated with the seismic response 
of the dam. 

5. Seismic fragility assessment 

The stability and seismic performance analysis of the dam is crucial 
to predict damage and minimize potential loss. To evaluate the seismic 
fragility of dams, it is necessary to define the damage index and specific 
threshold values based on measurable data or expert opinions. In the 
seismic damage prediction and post-earthquake assessment for dams, 

Fig. 12. The σEDP|IM values for efficiency.  

Fig. 13. The b values for practicality.  Fig. 14. The ξ values for proficiency.  
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many researchers have defined the limit states to quantitatively assess 
the degree of seismic damage. 

Pang et al. (2018b) considered the relative settlement of the dam 
crest and established three limit states: minor (0.2%), moderate (0.4%), 
and severe (0.6%). Swaisgood (2003) used the data from 69 dams and 
divided the seismic damage into four states: healthy (<0.1%), minor 
(0.012–0.5%), moderate (0.1–1.0%), and severe (>0.5%). Swaisgood 
(2003) considered the relative crest settlement ratio as the assessment 
index. Pang et al. (2018a) established three limit states based on the 
settlement ratio of the dam crest. The minor hazard level is specified if 
the settlement ratio exceeds 0.4%. Similarly, moderate and severe haz-
ard levels are established if the settlement ratio goes beyond 0.7% and 
1.0%. In this study, referring to the related literatures of the failure 
grading of concrete face rockfill dam, the related safety assessment 

established by Pells and Fell (2002) is used. The Pells and Fell (2002) 
damage index includes six different damage states ranging from no or 
slight to collapse states. These six damage states correspond with 
maximum relative crest settlement, with no or slight (<0.03%), minor 
(0.03–0.2%), moderate (0.2–0.5%), major (0.5–1.5%), severe (1.5–5%) 
and collapse (>5%). 

Seismic fragility curves can give results of dam performance evalu-
ation that are more precise and efficient. The seismic fragility curves are 
produced through the fragility function of the PSDM, as presented in the 
section 5. The fragility function is depicted in equation (6), in which EDP 
represents a limit state. The limit values discussed earlier will be used for 
the generation of fragility curves. This study investigated optimal IMs; 
EDA, SMA, ARMS, PGV, and Ic are used for the generation of fragility 
curves. SMA, ARMS, and Ic are more advanced IMs, which are identified 

Fig. 15. Seismic fragility curves with respect to (a) PGV (b) PGA (c) Ic (d) EDA (e) SMA (f) ARMS.  
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as the acceleration-based IMs [Catbas and Aktan, 2002; Nuttli (1979); 
Vanmarcke and Lai, 1980]. In addition, EDA is computed from response 
spectra [Kurama and Farrow, 2003]. In the simplest IM, PGV is the 
maximum absolute value calculated directly from the acceleration. 

Fig. 15 presents the seismic fragility curves for the settlement ratio 
EDP against optimal IMs (EDA, SMA, ARMS, PGV, and Ic). The fragility 
curve for PGA, which is the most common intensity measure used, is also 
developed in this study. The generated seismic fragility curves can be 
used to evaluate the seismic vulnerability of the dam. The probability of 
failure from a specific damage index can be obtained from single IMs 
fragility curves. Under the minor damage index (DI = 0.03%), the 
probabilities of minor failure for the dam are 0.16% at PGV = 0.25 m/s, 
0.64% at PGV = 0.50 m/s and 0.87% at PGV = 0.75 m/s, respectively. 
Meanwhile, it can be noticed that the probabilities for collapse (DI =
5%) are much lower than the minor at the same PGV values. For 
example, the probability of collapse of a dam is approximately 0.0001% 
at PGV = 0.75 m/s. 

The two intensity measure seismic fragility surfaces are also devel-
oped. For the estimation of seismic demand in the probabilistic analysis, 
dual IMs have many benefits over a single IM. The key benefit of two IMs 
seismic fragility surfaces over a single fragility curve is the fluctuation of 
system fragility when a second seismic parameter is considered in the 
probabilistic analysis. In the previous section, it observes that the 
probability of exceedance may vary depending on the chosen single IM. 
The PDSM for two IMs can be shown as follows [Jafarian and Miraei, 
2019]: 

ln(EDP) = b1 + b2*ln(IM1)+ b3*ln(IM2) (9) 

The standard deviation of dual IMs is calculated by equation (9), 
where the regression coefficient of the model are b1, b2, and b3, and IM1 
and IM2 represent the two intensity measures. 

The scalar optimal IM has disadvantages in demonstrating an 
adequate relationship between deformation and ground motion and 
reducing the standard deviation. To achieve a good relationship with 
deformation, the optimal dual IMs must have an optimum mix of the 

goodness of fit, practicality, efficiency, and proficiency. PGA and PGV, 
PGV, and Ic are selected for the probabilistic vector analysis. Although 
PGA is not the best scalar IM, it is nevertheless utilized as the second 
scalar IM since it is the most extensively used IM. 

The scatter in the data is significantly reduced with the use of two 
IMs, and standard deviation is reduced significantly. Fig. 16 depicts the 
seismic fragility surfaces of different damage indices against the varia-
tion of PGA and PGV, and Fig. 17 shows the variation of PGV and Ic. 
These surfaces can provide a better perspective of the probability of 
failure compared to fragility curves. To further investigate how the 
probability of failure is affected by dual IMs, we compared the proba-
bility of minor failure with the constant second IM parameter PGA. A 
significant difference is found to directly make comparisons in the re-
sults of fragility curves, considering the constant second IM parameter. 
Under the minor damage index (DI = 0.03%), the probabilities of minor 
failure for the dam, at PGV = 0.50 m/s, and four different values of PGA 
0.25 g, 0.50 g, 0.75 g, and 1.0 g, are 0.07 %, 0.47 %, 0.77 %, and 0.91 %, 
respectively. These results demonstrate that the dual fragility surfaces 
can predict the dam failure probability accurately. 

6. Verification of developed fragility curves 

In this section, a comparison is made with the documented case 
studies of concrete face rock fill dams for the verification of developed 
numerical fragility curves. Damage is reported for the Cogswell dam in 
California due to an earthquake. The earthquake occurred on 17th 
January 1994 with a magnitude of 6.7 resulted in a relative crest set-
tlement of 0.02 %. This measured relative settlement corresponds with 
no or slight damage in our study. The bedrock peak ground acceleration 
measured during the earthquake was 0.11 g [Swaisgood, 2013]. The 
probability of minor failure from a PGA of 0.11 g is 0.00323 %, which 
shows that the dam has no or slight damage. 

For further verification of developed numerical fragility curves, the 
present study fragility results are compared with measured data of the 
Zipingpu dam in China. The Zipingpu dam suffered substantial 

Fig. 16. Seismic fragility surfaces with respect to the two intensity measures (PGA and PGV) (a) Minor (b) Moderate (c) Major (d) Severe (e) Collapse.  
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deformation and crest settlement during the Wenchuan earthquake that 
occurred on 12th May 2008 [Kong et al., 2010]. The earthquake caused 
a relative settlement of 0.48% for the Zipingpu dam [Chen and Han, 
2009; Zou et al., 2013]. The acceleration time history at the crest of the 
slope was recorded by a seismograph with a PGA of 2.06 g [Zhang et al., 
2015]. According to damage states defined in the previous section, the 
relative settlement of 0.48 % corresponds to the moderate damage state. 
The probability of moderate and minor failure from a PGA of 2.06 g is 
0.532 % and 0.907 %, respectively. Due to the lack of acceleration time 
history data to calculate intensity measures, only PGA is considered in 
the comparison to validate the current study. The comparison shows 
that the developed fragility curves can depict the seismic vulnerability of 
concrete face rock fill dams. 

7. Conclusions 

Dams are critical facilities used for water storage and electricity 
generation. In recent decades, the performance-based earthquake engi-
neering of multifunctional facilities like dams has been given more 
attention by earthquake engineering professionals to ensure their safety. 
The development of seismic fragility curves for the evaluation of the 
seismic performance of a dam is a popular approach using IMs and 
damage states. The main sources of uncertainty for assessing the seismic 
performance of a dam are soil properties and IMs. 

The 2D nonlinear dynamic finite element model was used to calcu-
late the seismically induced crest settlement of dams. Prior to per-
forming the analyses, the numerical model was validated against 
centrifuge measurements. The geometry of the dam and shear wave 
velocity were determined based on the average values used for dams in 
South Korea. The optimal seismic intensity measures (IMs) for dam 
fragility curves and developed seismic fragility surfaces were evaluated 
using dual intensity measures. Four selection criteria were used to assess 
the optimal intensity measure: the goodness of fit, practicality, effi-
ciency and proficiency.  

• Among the 20 IMs tested, it is highlighted that the EDA, SMA, ARMS, 
PGV, and Ic provide the most favorable predictions for the seismic 
assessment of dam performance. However, the widely used PGA is 
demonstrated not to be one of the optimal IMs according to the 
criteria used in the study.  

• Based on the results of optimal intensity measures and nonlinear 
dynamic analyses, the scalar seismic fragility curves for optimal IMs 
are developed. Fragility curves for PGA, which is the most widely 
used IM, are also established.  

• The results of dual intensity measure fragility curves can better 
describe the seismic performance of the dam compared with single 
IM-based curves because the use of an additional IM reduces the 
scatter in the data and also increases the correlation. 

• The single IM-based fragility curves and dual IM conditioned sur-
faces are shown to display significant differences, implying that 
using scalar IMs to develop fragility curves should be utilized with 
caution. Furthermore, the single IM fragility curve tends to under-
estimate or overstate the hazard. Finally, the dam damage can be 
analyzed using the fragility curves created for EDP and IMs. 
Furthermore, to increase the correlation and validity between 
seismic IMs parameters and EDP, the dual IMs analysis approach is 
recommended to be used in a probabilistic seismic demand analysis. 
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