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Abstract. Recently, different boosting algorithms have been proposed
in order to improve the performance of classification for imbalanced
data. In this paper, we present an improved ADABoost algorithm, called
Im.ADABoost, for imbalanced data including two main improvements:
(i) initializing different error weights adapted to the imbalance rate of
the datasets; (ii) calculating the confidence weights of the member clas-
sifier that is sensitive to the total errors caused on the positive label.
Additionally, we combine Im.ADABoost with Weighted-SVM to enhance
classification efficiency on imbalanced datasets. Our experimental results
show some promising potential of the proposed algorithm.
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1 Introduction

The analysis of imbalanced datasets has received much attention from
researchers, especially in practical problems such as diagnosing diseases in
medicine, detecting environmental problems, financial transaction fraud, and
network attacks,. . . However, there are a number of the major challenge remains
that need further study in the field of machine learning and data mining [12].
In this study, we consider classification problems on the imbalanced data of two
class labels, in which the class label with the majority of data samples is called
the negative label (−1) and the other with the minority of data sample is called
the positive label (+1).

Usually, traditional classification algorithms always consider data samples as
equal. Algorithmic improvement studies are often geared towards trying to train
the classification model with the highest accuracy rate. However, when applying
these algorithms to imbalanced dataset problems, the classification model will be
biased towards prioritizing class label recognition as (−1). In the case of a highly
imbalanced dataset, the trained classification model tends to classify all label
samples (+1) as labels (−1). These results give a very high accuracy but fail to
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properly classify any of the positive label samples. In the context of problems that
need to accurately detect all labels (+1), this becomes meaningless. According
to [10], approaches to improve classification on imbalanced datasets usually are:

– Using preprocessing methods on the dataset: (i) reduce the number of samples
on the label (−1); (ii) generate additional artificial data samples label (+1) or
(iii) combine both techniques. The above methods aim to reduce the imbal-
ance of datasets in order to make traditional machine learning algorithms
work efficiently [3,19,26].

– Improving algorithms: adjust the traditional algorithms so that they are more
suitable for (+1) labels. The most popular method is error weight assignment,
cost-based learning [1,5,9,14,18,21,22]. Some other studies apply deep learn-
ing models to imbalanced datasets [4,11,13,25].

Among the above approaches, the cost-based learning algorithm assigns a
higher cost weight when the model misclassifies the sample label (+1) to the
label (−1). Accordingly, this algorithm has many outstanding advantages such
as: keeping the original characteristics of datasets, having many ways to improve
the training parameters, and minimizing the error cost function by using loops
in conjunction with turning the parameters. However, using a particular algo-
rithm may not fully consider the attributes of datasets. Therefore, many studies
combine member classifiers to produce a better composite classifier [7,8]. In par-
ticular, the ADABoost algorithm proposed by Freund [6] has been improved
by many researchers, notably the study of combining ADABoost with Support
Vector Machine (SVM) [2,15–17,20,23,24]. These improvements are intended
to take advantage of ADABoost’s adaptive iterability and SVM’s scalability on
datasets with different characteristics. In [15], the authors proposed a method
that combines ADABoost with Weight SVM (W-SVM) to improve classification
efficiency on imbalanced data.

However, the algorithm in [15] and other studies using ADABoost on imbal-
anced data initialize equal error weights for each data sample. This algorithm is
not suitable when being applied to problems that need to prioritize the correct
classification of labels (+1). In addition, ADABoost calculates the confidence
weight of the membership classification algorithm based on the total error in the
entire dataset without considering the details of each label type (+1) and (−1).
Based on these observations, we propose an algorithm, called Im.ADABoost, by
making two major improvements to the original ADABoost. Our improvements
consist of: (i) initializing the set of different error weights adapted to the imbal-
ance rate of the datasets; (ii) calculating the confidence weights of the member
classifiers based on sensitivity to the total error caused on positive labels (+1),
i.e., if the member classifier misclassifies more samples (+1), the lower its confi-
dence weights will be.

We also combine Im.ADABoost with W-SVM into Im.ADABoost.W-SVM
algorithm to classify imbalanced datasets. We used the recall, accuracy and fscore
measures in our experiments to compare the performance with other classifica-
tion algorithms on different imbalanced datasets. Experimental results show that
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the Im.ADABoost.W-SVM algorithm gives better classification performance on
imbalanced datasets, especially when datasets have a high imbalance ratio. The
rest of the paper is structured as follows: Sect. 2 recalls the description of the
original ADABoost algorithm and related ones; Sect. 3 presents improvements
to the ADABoost algorithm combined with the W-SVM membership classifier;
Sect. 4 describes the experimental results; Some discussion of the results and
directions for future work are presented in Sect. 5.

2 Preliminaries

In classification problems on imbalanced datasets, using only a particular clas-
sification algorithm may not be efficient. ADABoost is an iterative algorithm
that combines membership classification algorithms. This allows detailed test-
ing of each sample in the dataset space by assigning each data sample an error
weight. Through each iteration, the ADABoost re-evaluates the classification
results of each membership classification algorithm, thereby calculating better
parameters to use for the next iteration. The ADABoost algorithm is presented
in Algorithm 1.

Algorithm 1: ADABoost
Input: A dataset with N samples X = {(x1, y1), . . . , (xN , yN )} with

y = {−1,+1}, T : maximum iteration, hi: the member classifier
Output: H: Ensemble classifier

1 initialize: the error weight D1 = {ω1
i } on each sample xi with

i = 1, . . . , N
2 for t = 1 to T do
3 Set ht ← Training(X) with the error weight Dt;
4 Calculate total error traning: εt =

∑N
t=1 ωt

i , yt �= ht(xi);
5 Calculate confident weight of ht: αt = 1

2 ln 1−εt

εt
;

6 Update the error weight for the next iteration:

ωt+1
i = ωt

i .exp[−αtyiht(xi)]
Lt

, where Lt the normalization constant and
∑N

i=1 ωt+1
i = 1;

7 return H = sign(
∑T

t=1 αtht).

The inputs of the algorithm include: (i) X is a dataset with N samples
(xi, yi), where xi is the attribute vector and yi is the class label yi ∈ {−1,+1};
(ii) D1 is a set of equal error weights for each sample wt

i = 1
N ; (iii) T is the max-

imum number of iterations; (iv) ht is the membership classification algorithms.
In each loop, the classifier ht classifies the dataset X at Step 3 of Algorithm 1.

The classification quality of ht is evaluated through the sum of error εt at Step 4
and confidence weight αt at Step 5. Then the algorithm updates the error weight
distribution ωt+1

i using the formula at Step 6.
The synthetic classification model is calculated according to the formula H

at Step 7. The classification label of the sample is determined based on the sign
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function: label (+1) when H > 0 and label (−1) when H < 0. When the total
error εt on the dataset is equal to 0.5, then αt = 0, then the classifier ht does
not contribute to the decision of the composite classifier H.

We can see that the error weight ωt
i assigned to each data sample is initialized

equally. At each iteration, ADABoost analyzes the classification result of each
member learner and updates the weights for each sample, as follows: increase
the error weight assigned to the sample if it is misclassified and decrease the
error weight if the sample is correctly classified. However, in the case of an
imbalanced dataset, we need to adjust the algorithm to take a closer look at the
positive labels, that is, to assign a higher error weight to the positive label sam-
ples. In addition, ADABoost calculates the confidence weight of the membership
classification algorithm based on the total error on the entire dataset without
considering the details of each label type (+1) and (−1). These observations
are the basis for us to develop ADABoost improvement methods for imbalanced
data in Sect. 3, in which the algorithm prioritizes increasing the error weights
when the member classifier misclassifies a positive label sample (+1).

Wonji Lee et al. [15] proposed to combine ADABoost with W-SVM as a mem-
bership classification algorithm. This algorithm uses parameters zt

i to adjust the
weights on samples in W-SVM. The value of zt

i is calculated based on the number
of samples xi distributed in the SVM marginal space. The formula to calculate
zt
i is :

If the sample xi is in the border subclass BSV:

zt
n =

{
NBSV

2NBSV −
if y = −1,

NBSV

2NBSV +
if y = +1.

(1)

If the sample xi is in the border subclass SV:

zt
n =

{
NSV

2NSV −
if y = −1,

NSV

2NSV +
if y = +1.

(2)

If the sample xi is noise:

zt
n = exp(

Nnoisy

N+
). (3)

In the above formulas, NBSV is the number of samples in the SVM bound-
ary, NSV is the number of samples generating the support vector and NNoisy is
the noise sample; Positive class label samples are represented by (+), negative
class label samples are represented by (−); N+ is the number of positive label
samples. Based on the ADABoost.W-SVM algorithm, in Sect. 3, we propose two
improvements to ADABoost algorithm, then combine our improved algorithm
with W-SVM to classify the imbalanced datasets.
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3 Proposed Method

3.1 Initialize Adaptive ADABoost Weights

In Sect. 2, we analyzed the limitation of ADABoost in initializing error weights
when it is applied to an imbalanced dataset. In this section, we propose a new
method to initialize error weights that adapts to the class-label imbalance ratio
of the dataset. This method aims to assign a higher error weight on the positive
label sample, +1. Assume Nmin and Nmaj are the number of samples of the
minority and majority class, respectively, where Nmin ≤ Nmaj . In ADABoost,
each sample is assigned an error weight of 1

Nmin+Nmaj
and therefore, ADBoost

is inefficient for imbalanced datasets. We adjust the error weights by adding a
Δmin value to error weights of positive samples and subtracting a Δmaj value
from error weights of negative samples. This means the error weights on each
positive sample will be 1

N +Δmin, and on each negative sample will be 1
N −Δmaj ,

where Δmin and Δmaj must satisfy the following conditions:

– Error weights are greater than 0, that is: 0 < Δmin,Δmaj < 1
N ;

– The total error on the samples is equal to 1, that is:
Nmin

N + Nmin ∗ Δmin + Nmaj

N − Nmaj ∗ Δmaj = 1;
– When the number of positive samples is equal to the number of negative

samples, the dataset is balanced, then the error weight on each sample is
equal to 1

N .

If the ratio of the number of samples of positive to negative labels is set to
δ = Nmin

Nmaj
, with 0 < δ ≤ 1, then the above expression becomes:

{
0 < Δmin,Δmaj < 1

N

Δmaj = δ ∗ Δmin.
(4)

We propose to choose Δmaj = 1−δ
N , thus Δmin = 1−δ

δ∗N . Accordingly, the set
of bias weights is Dt = ωt

i with i = 1, 2, . . . N , and

ωt
i =

[
1
N + 1−δ

δ∗N , if yi = +1
1
N − 1−δ

N , if yi = −1.
(5)

It can be seen that, when applying the formula (5) to datasets with different
imbalance rates, the error weights on positive and negative labels will increase
and decrease respectively depending on δ. When the dataset is balanced, meaning
that δ = 1, then Δmin and Δmaj = 0, and therefore the initialization weights D1

return to ADABoost’s default (error weights on all samples are equal to 1/N). In
addition, in order to dynamically adjust the Δmin and Δmaj values according to
the individual characteristics of the datasets, we propose a more general formula
using the exponential parameter θ as follows:

Δmaj = (1−δ)θ

N ,

Δmin = (1−δ)θ

δ∗N .
(6)
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For each particular dataset, we can find the most suitable exponential param-
eter value through the process of testing on a given set of values. This improve-
ment makes ADABoost more generalizable on datasets with different imbalance
rates. Moreover, if the algorithm uses a threshold that eliminates unnecessary
membership classifiers, then it converges faster, meaning that it also reduces the
number of iterations.

3.2 Positive Label Sensitive Confidence Weights of the Membership
Classifier

At Step 5 of Algorithm 1, the confidence weight αt of the member classifier ht is
calculated by a function that is inversely proportional to the total error εt. We
find that this total error is considered equally across the misclassified samples.
For the classification problem on the imbalanced dataset, the algorithm should
give priority to assigning a high error weight when it misclassifies many positive-
label samples (+1). We propose a new total error ε∗

t instead of εt, which is cal-
culated by the total error of positive labels, denoted by ε+t , and that of negative
labels, denoted by ε−

t , i.e. ε∗
t = ε−

t +ε+t where ε+t =
∑N

i=1 ωt
i , yi �= ht(xi), yi = +1

and ε−
t =

∑N
i=1 ωt

i , yi �= ht(xi), yi = −1. Obviously, ε∗
t depends on ε+t and ε−

t ,
and if we want our model to classify precisely on positive labels, then we need
to increase ε+t and therefore, we redefine ε∗

t as follows:

ε∗
t = ε−

t + γ ∗ ε+t , subject to γ > 1. (7)

Since 0 < ε−
t +ε+t < 1, we choose γ = 2−(ε−

t +ε+t ). Then, the confidence weight
of the model is

α∗
t =

1
2
ln

1 − ε∗
t

ε∗
t

. (8)

Obviously, the total error value ε∗
t in (7) of the model increases with the total

error on the positive label ε+t , resulting in the confidence weight value α∗
t being

adjusted down accordingly. This means the algorithm will try to correctly classify
as many positive-label data samples as possible.

3.3 Im.ADABoost.W-SVM Algorithm

We call ADABoost with two improvements in Sects. 3.1 and 3.2 an
Im.ADABoost. Accordingly, we propose an algorithm using Im.ADABoost com-
bined with W-SVM, called Im.ADABoost.W-SVM, where W-SVM is used as a
member classifier. The Im.ADABoost.W-SVM scheme is described in Fig. 1 and
Im.ADABoost.W-SVM algorithm is shown in Algorithm 2.

Our Im.ADABoost algorithm initializes the inputs z1i = 1 and D1, the set
of adaptive error weights, calculated by (5) and (6) in Sect. 3.1 (i.e. the input
in Fig. 1). The algorithm runs for T iterations and in each loop it performs as
follows. First, the algorithm uses W-SVM to classify the dataset X by using the
parameters z1i and the error weights on the samples Dt = ωt

i with i = 1, 2, . . . , N
(i.e. Step W-SVM in Fig. 1). Then, the algorithm computes and updates the
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Fig. 1. Scheme of Im.ADABoost algorithm combined with W-SVM.

Algorithm 2: Im.ADABoost.W-SVM
Input: A dataset with N samples X = (x1, y1), . . . , (xN , yN ), T : maximum

iteration, hi: the member classifier, C: W-SVM control parameters
Output: H: Ensemble classifier

1 initialize: z1
i = 1, i = 1, 2, . . . , N and ω1

i (using Eq.(5),(6));
2 for t = 1 to T do
3 ht ← Training W-SVM(X) with the error weight Dt and zt

i ∗ ωt
i ,

i = 1, 2, . . . , N ;

4 Calculate zt+1
i (using Eq.(1),(2),(3));

5 Calculate total training error: ε∗
t (using Eq.(7));

6 Calculate the confidence weight of the ht classifier: α∗
t (using Eq.(8));

7 Calculate error weight allocation for next loop: ωt+1
i =

ωt
ie−αtyiht(xi)

Lt
, Lt is

normalization constant,
∑N

i=1 ωt+1
i = 1;

8 return H(x) = sign(
∑T

t=1 α∗
t ht(x)).

parameters z2i and D2 for the next loop based on the true/false classification
results on the samples (i.e. Step Comp1 in Fig. 1). It should be noted that the
reliability α∗

t is calculated by (8) in Sect. 3.1. After the completion T loops,
the aggregate classifier H predicts the class labels for the samples using the
formula: H(x) = sign(

∑T
t=1 α∗

t ht(x)).

4 Experiments

In this section, we present experiments to evaluate the performance of our
Im.ADABoost algorithm. To do so, we compared the classification results of
Im.ADABoost.W-SVM with that of ADABoost.W-SVM [15] and ADABoost
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Table 1. Description of datasets

Index Name #instances #variables Positive ratio(%)

1 Vertebral column 310 6 32.26

2 Indian liver patient 583 10 28.64

Fig. 2. Classification results for Vertebral column dataset.

DecisionTree [7] on two datasets with different imbalance rates1 detailed in
Table 1. On each dataset, we randomly select samples of (+1) labels, cut some
positive labels (+1) to create a new sub-dataset with increasing imbalance
ratio 1:5, 1:7, 1:9, 1:11, 1:13, 1:15, 1:17, 1:19. Our experimental scenarios use
the following parameters: TestSize is 0.3 and 0.4; the number of Boosting iter-
ations T = 10; the input parameter for SVM C is tested from 50:10:15000 to
get the best value is C = 10000; the parameter θ of the Im.ADABoost is tested
from 20:-1:1 to choose the most suitable for the dataset. We compare the clas-
sification efficiency of the algorithms by using the measures: precision, recall,
F1-Score, taking the average results from the 10-fold method.

Using the F1-Score measure, θ = 1, the classification results of positive
labels (+1) of the algorithms on the Dataset Vertebral column dataset are
presented in Fig. 2. The classification results of the Im.ADABoost.W-SVM
algorithm on the Dataset Vertebral column dataset with different θ values
are illustrated in Fig. 3. These results show that with datasets have positive
label ratio, from 1:3 to 1:19, the ADABoost.W-SVM and Im.ADABoost.W-
SVM algorithms always gives better results than ADABoost.DecisionTree. In

1 https://www.kaggle.com/datasets.

https://www.kaggle.com/datasets
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Fig. 3. Classification results for Vertebral column dataset with Theta.

addition, when the dataset has a low imbalance ratio, positive label ratio
from 1:3 to 1:9, ADABoost.W-SVM and Im.ADABoost.W-SVM give approx-
imately the same results. However, we can always find a suitable value θ
that makes Im.ADABoost.W-SVM better than ADABoost.W-SVM. When the
dataset has a high imbalance ratio, positive label ratio from 1:11 to 1:19, the
Im.ADABoost.W-SVM algorithm gives a much better classification performance
than ADABoost.W-SVM and ADABoost.DecisionTree with most experimental
values θ.

Classification results on the Indian liver patient datasets are pre-
sented in Table 2. In all parameters used, these results show that the
ADABoost.W-SVM algorithm does not correctly classify any positive label,
and ADABoost.DecisionTree gives progressively worse results according to the
decrease in the percentage of positive labels while Im.ADABoost.W-SVM cor-
rectly classifies all positive labels. This is very meaningful in the prediction prob-
lems of rare events. Moreover, when observing the values of θ, we see that, for
different imbalance ratios of datasets, we can always choose a suitable θ value to
help Im.ADABoost.W-SVM give the best performance. For example, given that
dataset has a positive label ratio is 1:7, when testing the value θ = 20 : −1 : 1,
if θ ≤ 4, the Im.ADABoost.W-SVM algorithm gives results recall = 1, i.e. cor-
rectly classifies all positive labels (+1). It should also be noted that the adjusted
values for error weights in the Im.ADABoost algorithm decrease as the θ expo-
nent increases accordingly. When θ > 4, the adjusted value for the error weights
of the samples is too small, and this impact is not enough to prioritize the correct
classification of positive labels (+1) in the Im.ADABoost algorithm.
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Table 2. Classification results for Indian liver patient dataset.

Dataset Indian liver patient, C=10000, M=10, testsize =0.3, 0.4
positive 

label 
rate (+1)

Test
size

ADABoost .WSVM Im.ADABoost .WSVM ADABoost .ID3

Precision Recall F1 Precision Recall F1 Precision Recall F1

1:5 0.3 0.0000 0.0000 0.0000 3 0.1975 1.0000 0.5987 0.2852 0.1902 0.2377
0.4 0.0000 0.0000 0.0000 0.2019 1.0000 0.6010 0.2749 0.1980 0.2365

1:7 0.3 0.0000 0.0000 0.0000 4 0.1438 1.0000 0.5719 0.2377 0.1328 0.1853
0.4 0.0000 0.0000 0.0000 0.1443 1.0000 0.5722 0.2195 0.1447 0.1821

1:9 0.3 0.0000 0.0000 0.0000 6 0.1064 1.0000 0.5532 0.1816 0.0982 0.1399
0.4 0.0000 0.0000 0.0000 0.1070 1.0000 0.5535 0.1748 0.1316 0.1532

1:11 0.3 0.0000 0.0000 0.0000 7 0.0870 1.0000 0.5435 0.1197 0.0746 0.0971
0.4 0.0000 0.0000 0.0000 0.0870 1.0000 0.5435 0.0846 0.0592 0.0719

1:13 0.3 0.0000 0.0000 0.0000 8 0.0735 1.0000 0.5368 0.0704 0.0579 0.0642
0.4 0.0000 0.0000 0.0000 0.0778 1.0000 0.5389 0.1130 0.0789 0.0960

1:15 0.3 0.0000 0.0000 0.0000 10 0.0672 1.0000 0.5336 0.1212 0.0585 0.0898
0.4 0.0000 0.0000 0.0000 0.0674 1.0000 0.5337 0.1127 0.0746 0.0936

1:17 0.3 0.0000 0.0000 0.0000 11 0.0602 1.0000 0.5301 0.0301 0.0263 0.0282
0.4 0.0000 0.0000 0.0000 0.0565 1.0000 0.5282 0.1066 0.0684 0.0875

5 Conclusion

In this paper, we have proposed an algorithm, called Im.ADABoost, by making
two major improvements to the original ADABoost. The main modifications
include (i) initializing the set of different error weights adapted to the imbalance
rate of the datasets, which is adjusted by a parameter θ; and (ii) calculating the
confidence weights of the member classifiers based on sensitivity to the total
error caused on positive labels (+1), i.e., if the member classifier misclassifies
more samples (+1), the lower its confidence weights will be. We also combine
Im.ADABoost with W-SVM to classify the imbalanced datasets. Preliminary
experimental results on two datasets named Vertebral Column and Indian Liver
Patient show that Im.ADABoost achieves high classification efficiency compared
to the original ADABoost algorithm with DecisionTree and ADABoost.W-SVM.
Especially, when the datasets have small numbers of positive labels +1, the
Im.ADABoost algorithm gives superior classification results. In addition, for
each specific dataset, it is always possible to find the adjustable exponential
parameter θ by experiment to help Im.ADABoost achieve the best classification
results. We will further improve the calculation of confidence weights of the
member classifier based on sensitivity total errors on positive labels and do
more experiments on other datasets.
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